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Abstract. Resilient systems are expected to continuously provide trust-
worthy services despite changes in the environment or in the require-
ments they must comply with. In this paper, we focus on a methodology
to provide adaptation mechanisms meant to ensure dependability while
coping with various modifications of applications and system context. To
this aim, we propose a representation of dependability-related attributes
that may evolve during the system’s lifecycle, and show why this repre-
sentation is useful to provide adaptation of dependability mechanisms at
runtime.

1 Introduction

One of the main challenges nowadays, as stated by IBM in The Vision of
Autonomic Computing [12], is managing systems for which the total cost of
ownership is ever-increasing as they continuously evolve. The solution to this
problem would be for such systems to become autonomous, to a certain extent,
and no longer depend on humans for performing basic management tasks.

Autonomic Computing is also enticing for ubiquitous systems based on tech-
nologies such as Wireless Sensor Networks. The aim of Autonomic Computing
is described in [22] as addressing “today’s concerns of complexity and total cost
of ownership while meeting tomorrow’s needs for pervasive and ubiquitous com-
putation and communication”.

Our current work shares this vision while adding a fault tolerance axis. A
self-healing system is able to identify when its behaviour deviates from the ex-
pected one and to reconfigure in order to correct the deviation. We understand
a self-healing system as a context-aware fault tolerant system. To ensure a safe
adaptation, a validation step has to be added to this scheme, guaranteeing safety
during any reconfiguration. More precisely, we define the dynamic adaptation,
or self-healing, process as a two-step permanent loop consisting of a monitoring
service and an adaptation engine. The monitoring service is in charge of ob-
serving the system, measuring certain parameters and resource properties and
informing the adaptation engine. The latter must analyze the values, compare
the observed behaviour to the expected one, decide if an adaptation is needed,
choose a reconfiguration strategy and apply it.
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Our aim is to develop a method to define fault tolerant applications and to
adapt them during the system’s lifetime. The basic idea is to break them down
into fine-grained components and to minimize the modification to be performed
to update the fault tolerance mechanisms with respect to operational conditions.

This paper presents on-going work on a methodology for developing resilient
applications for systems ranging from workstations to smart sensors. These ap-
plications are context-aware and must be able to adapt their fault tolerance
mechanisms as a consequence of changes in their requirements and/or the en-
vironment. The rest of this paper is organized as follows: Section 2 gives our
view on this matter and a representation of the problem, Section 3 thoroughly
describes our approach, Section 4 presents our work plan, Section 5 presents a
case study, Section 6 presents related works and finally, in Section 7 we give the
concluding remarks.

2 Problem Statement

The evolution of systems may have an impact on dependability, i.e., various
changes may invalidate some dependability properties and thus call for new
solutions. In our work, we consider that any application is attached to one or
several fault tolerance mechanisms (FTMs). Among the evolution scenarios that
can occur during the operational life of a fault-tolerant application, we focus on
those that may have an impact on the FTMs.

Beforehand, we define a frame of reference as a 3-axis space, each axis rep-
resenting multiple variables, namely application assumptions, fault tolerance re-
quirements, and system resources. A fault tolerant application may evolve in
this space during the lifetime of a system due to:

– changes in the application assumptions which influence the choice of the
fault tolerance mechanism,

– changes in the fault tolerance requirements,

– changes in the system resources (e.g., number of processors, memory re-
sources, network bandwidth).

The essence of a resilient application [14] lies in the fact that when faced with
any of these changes or with a combination of them, it must adapt itself while
ensuring the observance of the dependability criteria. The 3-axis space gives an
idea of the change model that we consider.

In Fig. 1, a cloud represents an application attached to a FTM. For a given
application, each cloud represents a region in this 3-axis space. We view the
evolution of a system during its operational life as a trajectory in a space char-
acterized by the parameters which can cause the aforementioned evolution. The
three evolution scenarios can be aggregated into this frame of reference for this
space, the three axes being: the application assumptions (i.e., whether it is de-
terministic or not), the fault tolerance requirements (i.e., the fault model) and
the current system resources.
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Fig. 1. Context-aware fault tolerant computing

It is the responsibility of the designer of the system to design the set of
FTMs and foresee all possible evolutions and changes of the system, so that the
trajectory it follows during its operational life is entirely covered by FTMs. We
claim that a system’s evolution can be represented in this vector space as shown
in Fig. 1. The combination of these three types of information indicates the most
convenient FTM to use. A solution in this space addresses a specific fault model,
relies on some specific application assumptions and has a cost determined by a
function with multiple resource parameters.

Given this frame of reference, we consider that each FTM covers a certain
region of space as shown in Fig. 1. Obviously, the regions associated to different
FTMs may partially overlap. To link the system’s current state with this repre-
sentation, a monitor keeps track of changes in terms of the three axes and allows
placing the system status in a certain region of this space, which, by hypothesis,
is covered by at least one FTM.

Once our view of the problem stated, a certain number of issues arise, such as:
how do we associate FTMs with the combination of the three measures? how do
we describe these FTMs in a way which allows us to change them dynamically?
how do we actually perform the transition from one FTM to another? The
following sections present our view on these matters.

3 Our Approach

The work reported in this paper is based on former work carried out on re-
silient computing at LAAS. We investigated the on-line adaptation of component-
based FTMs (primary-bakup and semi-active replication) and applied it to an
automatic control application (an inverse pendulum control system located on a
cart). The modeling of FTMs using Petri nets was used to control their execution
and to synchronize the adaptation, i.e. the change of mechanisms. An interest-
ing point was the analysis and the definition of suitable adaptation states for
performing the adaptation in a consistent manner. A full account of this work



can be found in [8]. Another aspect of the work was the monitoring of timed
properties of real-time applications, using Timed Automata. A monitor checking
behavioural and timing properties was developed and implemented in Xenomai.
Such a monitoring system was used to provide early error detection for fault
tolerance strategies (see [9]). The approach proposed in this paper is based on
the lessons learnt from these works and tries to define a whole development and
runtime process to address the problem of dependable systems evolution.

Separation of concerns is a generally accepted idea for introducing FTMs in
an application in a flexible way which allows subsequent modification and reuse.
Based on the principle of behavioural reflection [16], we describe our approach
using reflective component models (see Section 4.3). According to these princi-
ples, software architectures consist of two abstraction levels where the base level
provides the required functionalities and the top level contains the FTM(s) [7].
As we target the adaptation of FTMs, we must manage the dynamics of the top
level, which can have two causes:

– The application level remains unchanged but the FTM must be modified ei-
ther because the fault model changes or because an event in the environment,
such as resource availability, makes it unsuitable or, at least, non-optimal
from a performance viewpoint.

– Changes in the top level are indirectly triggered by modifications in the
application level which make the FTM unsuitable. In this case both levels
are modified.

In order to achieve the adaptation of the FTMs in both scenarios, we build
on the representation from the previous section and refine it in three steps.

OS

CBSE middleware

Self‑healing middleware

Fault tolerant 
Application

Functional level

FTM
level

Configuration Mgr Monitoring Engine Adaptation Engine

Fig. 2. The architecture of a reconfigurable fault tolerant application

Fig. 2 shows the “big picture” of the system architecture that we target.
Based on a CBSE middleware, we develop a self-healing middleware populated
with design patterns for fault tolerance and key services:

– a FTM repository in charge of storing the descriptions of FTMs in the form
of component-based software architectures (see Section 4.2),



– a monitoring engine in charge of observing changes in the available system
resources detailed in the next section,

– an adaptation engine in charge of performing the actual modifications on
the FTMs for executing the necessary transitions.

3.1 Description of the frame of reference

The three parameters labeling our axes are actually multidimensional vectors
but for the sake of visibility we have chosen an elementary representation.

– The fault tolerance requirements are part of the non-functional specifications
of an application. Our main focus is on the fault model, i.e., the types of
faults which must be tolerated by the application. We base our fault model
classification on known types [1], e.g., physical faults, design faults, leading
to value faults or crash faults only.

– The application assumptions group the characteristics of an application
which have an impact on the choice of the FTM but are not the same as
the functional specifications of the application. These characteristics include:
whether the application is stateless or stateful, whether its state is accessible
or not and whether the application is deterministic or not.

– The system resources axis groups information such as the number of avail-
able processors, the available bandwidth, the memory resources, . . . Some
of these variables can be precisely determined a priori (e.g., the number of
processors) for a given FTM, while others are application-dependent (e.g.,
network bandwidth for replica synchronization). All these parameters must
be continuously monitored.

3.2 Fault Tolerance Mechanisms

In order to place the FTMs in the previously described frame of reference, we
must first be able to classify them using the given criteria. In our approach, there
are three steps in the selection process for finding the most adequate FTM for an
application: first, the fault model is identified, then the application assumptions
and finally the currently available system resources. The same process will be
applied for classifying them, resulting in a tree detailed in Section 4, Fig. 3.

3.3 System evolution

The status of a fault-tolerant application represents a point in the space given
by our frame of reference. The application being fault-tolerant, this point must
be in a region covered by a certain mechanism. A change (in terms of one of
the three axes) is equivalent to a new status of the application, therefore a new
point. As our purpose is to guarantee dependability when facing changes, the
application must always be “accompanied” by an adequate FTM on its evolu-
tionary trajectory. Therefore, we must provide a FTM encompassing a region
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Fig. 3. Classification of fault tolerance mechanisms



which contains the new point. We must design and build our FTMs in view of
such transitions and adaptations. The “distance” (as will be defined later on in
Section 4.4) between two mechanisms as represented in our frame of reference
should be equivalent to the difference between their implementations. If the new
mechanism is close to the old one, we should be able to generate it through
minor adjustments. The transition between distant mechanisms will most likely
demand more complex modifications or even complete replacement.

The planned development process for achieving the smooth and safe transi-
tion between FTMs consists of the following elements:

– a complete classification of the FTMs we intend to use;
– a method for describing and storing the architecture of FTMs;
– a set of tools allowing us to develop applications which are easily reconfig-

urable at runtime;
– one or several algorithms for performing the transition between mechanisms.

The next section describes each stage of this process.

4 Development Process

4.1 Classification of fault tolerance mechanisms

We classified the FTMs according to the three groups of criteria, which were
already described. This led to the tree-graph representation from Fig. 3, where
the nodes represent our criteria and the leaves represent the mechanisms. It
only gives a partial classification because the layer corresponding to the system
resources criteria is not included. For the time being, we consider that this axis
gives an order relation between mechanisms as certain costs in terms of resources
can be associated with each one. We can say, for instance, that active replication
is more demanding in terms of CPU operations than passive replication, as all
requests are processed at all replicas. More precisely, some parameters depend on
the used strategy (e.g., number of sites) while others are application-dependent
(state size, synchronization frequency, checkpoint size), the latter being used to
determine the cost function (for bandwidth usage, for instance).

The FTMs we are considering are well-established solutions for certain use-
cases/scenarios. This has led us to the concept of design patterns for fault tol-
erance (Fault Tolerance Design Pattern — FTDP), by drawing a parallel with
the design patterns from software engineering. Therefore, each leaf of the tree in
Fig. 3 represents a FTDP and also a more accurate view than the one in Fig. 1
as here we refine the axes variables and labels.

4.2 Description of design patterns for fault tolerance

Each FTDP1 has an associated software architecture. In order to operate a
transition between them, we must be able to manipulate the architecture through

1 Recall that FTDP stands for Fault Tolerance Design Pattern



its description file. This is a crucial step because from the descriptions of two
design patterns A and B, we must be able to easily “compute” A ∩B, A/B and
A\B, if we are to perform mechanism replacement at a finer grain, as further
discussed.

A decision must be taken regarding what needs to be stored off-line, before
the application executes. One idea would be to describe the architecture of all
the FTDPs we intend to use and store these files. Another idea would be to
group closely related design patterns, choose the most “representative” one for
each class and store its description as well as describe the strategy for passing
to another one.

An ADL, such as ACME [11], can be used for describing these architectures.
ADLs facilitate the construction of models in which the architecture of a system
is described as a composition of components and connectors. Some of them also
include properties and constraints which can be placed on those entities. The
use of an ADL enables us to reason about a software architecture during the
specification stage. In order to maintain this reasoning consistency at runtime,
we will use a component-based middleware for implementing the system. This
stage is detailed in the next subsection.

4.3 Runtime support and reconfiguration

A design principle that is commonly accepted in the area of reconfigurable
systems is the use of component-based technologies (CBSE) [6] for developing
the management framework. CBSE middleware provide means to develop and
run software as a graph of interconnected components. Applications built using
a component-based middleware consist of components and connectors and can
be modified at runtime by using the methods provided by the middleware for
stopping, unbinding, binding and starting components. In this paper, this tech-
nology will be used to implement FTDPs whereas the application will be seen
as a black box.

As there are many available platforms, during this project stage we will focus
on finding a component-based middleware tailored to our needs. It should provide
runtime reconfiguration facilities, have a small memory footprint, suiting target
systems such as smart sensors with limited resources and provide the right level
of design complexity for our problem. A first step in this direction will be to
define a minimal set of instructions we need for our reconfigurations, detailed in
the next section.

4.4 Transitions between mechanisms

A crucial point concerns the granularity of the reconfiguration. There are two
obvious approaches for replacing a FTM with another one:

– an atomic approach: the old mechanism is replaced by the new one,
– a differential approach: transition operates at a finer level by adding/removing

components corresponding to the difference between the two mechanisms.



The distance between the two mechanisms plays an essential part in the choice
of the approach. The function for computing this measure is, intuitively, the sum
of three basic distances, namely application assumptions, fault model complex-
ity and number of components to be changed. Regarding application assump-
tions, a stateless deterministic application has an associated weight lower than a
stateful non-deterministic application. Regarding fault model complexity, design
patterns that tolerate crash faults have a lower complexity than design pattern
that tolerate design faults. However, the most influencing parameter of this dis-
tance is the number of components to be changed between two component-based
implementations of fault tolerance mechanisms.

FTDPsource 
(configuration A)

FTDPtarget
(configuration B)

CBSE Middleware minimal API

ALGORITHM

A∩B

start   stop   bind   unbind

Fig. 4. Transition between FTMs using a minimal CBSE support

The transitions between mechanisms will most likely be described through
state-machines. The algorithms behind the transitions could lead to design pat-
terns for system evolution.

The transition algorithm is executed by the adaptation engine represented
in Fig. 2 and based on a minimal interface enabling components to be manip-
ulated at runtime (see Fig. 4). Our final aim is to define the minimal interface
required to install a component at runtime within a software configuration. Such
an interface consists of at least four operations to manipulate components and
bindings/connections: stop, start, bind, unbind. It also needs customized, user-
defined methods like setState and getState operations for stateful objects. The
stop operation is certainly more subtle than the others: its semantics is “stop af-
ter termination of all operations in progress”. This means that all input requests
are queued while requests already in progress terminate.

Moreover, any algorithm that performs an online adaptation of a mechanism
based on a CBSE middleware must rely on the notion of transaction: when
a transition from a design pattern to another one is triggered, the different
components that have to be replaced must be changed on an all-or-nothing
approach, i.e., the set of basic replacements must be encapsulated in a global
transaction — when all components are modified, then the modification can be
committed; in case of a single failure, the whole transaction is rolled back.



5 Case Study

The detailed classification of our FTMs given in Fig. 3 is the basis for their
adaptation2. Any final FTDP is associated to a software architecture, i.e. the
FTM, ideally a component graph. Our final aim is to examine various transitions
of the change model. This will consist in choosing a starting point, a destination
point and several intermediate points, which all represent system state regions,
associating the most adequate FTM to each one, and develop algorithms to
perform safe transitions between mechanisms.

stateful

backward 
recovery

accessible accessible

deterministic deterministic deterministic deterministic

passive active passive active
no 

generic 
solution

Fig. 5. DUPLEX/STATEFUL subtree

The FTDPs, more precisely their architectural description (component view)
is the basis for a first analysis of the adaptation. Starting from one mechanism,
called FTDPsource, the work consists in analyzing the changes to be performed
to reach another mechanism, called FTDPtarget. For each transition between
FTDPsource and FTDPtarget, an algorithm has to be defined off-line to perform
the change. This algorithm thus takes two configurations derived from the design
descriptions given as inputs and performs the operation using the API of a CBSE
middleware providing control over the components’ lifecycle and bindings.

As an illustration, let us consider two variants of duplex strategy, namely a
passive replication design pattern as a FTDPsource, and an active replication de-
sign pattern as a FTDPtarget (see Fig. 5). Passive replication is a checkpointing-
based fault tolerance strategy for crash faults, with only one replica processing
requests (PBR, Primary Backup Replication model). Active replication, in this
case, is a semi-active fault tolerance strategy for crash faults, with both repli-
cas processing requests and only one delivering output messages (LFR, Leader-
Follower Replication model) (see [17]). Here, we consider simplified implementa-
tions of both strategies we developed in UML using RSA (IBM Rational Software

2 Notice that the rightmost leaf indicates that an ad-hoc solution must be defined,
relying on a roll-forward recovery approach, i.e., defining intermediate valid states
in the computation from which the application can restart.



Architect) tool. The complete design has been created and the passive replica-
tion strategy is described by the class diagram shown in Fig. 6. We assume
that objects can be mapped to components to enable easy manipulation at run-
time. In the design provided here, we consider the following objects mapped to
components: ProxyServer, Communication, Server (ServerPBR), DuplexProtocol,
RemoteCall and the Client.

The proposed simplified design perfectly illustrates our method, i.e., it entails
minimal modifications to execute a transition to an active replication strategy.
The distance being small in this case, the transition corresponds to replacing the
DuplexProtocol component implementing the PBR model with a DuplexProtocol
component variant implementing the LFR model instead. The DuplexProtocol
component performs the main operation of the passive replication strategy (run
method), by getting the state of the server using the CaptureState method inher-
ited from ServerPBR. The LFR variant of DuplexProtocol activates the requested
server method and synchronizes with the follower.

With respect to the state of the protocol, i.e., either the DuplexProtocol is
stateless or stateful, a transfer function must be activated to initialize the new
DuplexProtocol component. In our case, to simplify implementation, we consid-
ered it stateless. Notice that this assumption greatly simplifies switching, as
explained in [8].

6 Related works

As already mentioned in Section 1, one of our first areas of interest was
Autonomic Computing (AC), more precisely self-healing systems, i.e., systems
which are able to repair themselves. However, as [22] also points out, many of
the “hot” issues within AC have been at the core of other disciplines, e.g., fault
tolerant computing and artificial intelligence for a long time. The novelty lies
in the “holistic aim” of regrouping all relevant research areas in this common
project. Focusing on the intersection between AC and fault tolerance computing,
which is our main research axis, the same author, in [23], reaches the conclusion
that dependability and fault tolerance are not only “specifically aligned to the
self-healing facet” of AC but, on a closer view, “all facets of Autonomic Comput-
ing are concerned with dependability” (i.e., self-configuration, self-optimization
and self-protection as well).

A complex example of (re)configurable framework which also touches the ar-
eas of ubiquitous systems, AC and fault tolerant computing is Gaia [19], which
builds on the core concept of active spaces. Heterogeneous devices, such as PCs,
sensors, smart-phones, blend in the environment and interact with the user
through a uniform interface. A method of adding an autonomic dimension to
this framework is the use of a planner from the field of artificial intelligence,
as presented in [18], which has the role of creating a path between the current
state and a goal state given by a user or by a developer. This planner can be
considered analogous to our transition algorithm. In [3], the authors add a fault
tolerance dimension to Gaia by emphasizing the importance of dependability



Fig. 6. UML class diagram for passive replication



in pervasive systems i.e. systems which interact closely with the users, possi-
bly even in a healthcare context. They only endow Gaia with the property of
tolerating fail-stop faults. Although this framework tries to cover issues from
many areas including dependable computing, the proposed solution appears to
be closely linked to an underlying operating system called 2K, the case studies
focus only on managing media presentations with a basic support for fault tol-
erance. RUNES (Reconfigurable Ubiquitous Networked Embedded Systems) [5]
is also a project addressing several of the areas mentioned above: it is an easily
tailorable middleware component framework for resource-constrained systems
(e.g., sensor networks) which aims at the reconfiguration of heterogeneous sys-
tems. The scenario they address in [4] involves fire management in a road tunnel
that is instrumented with sensors and actuators communicating with devices
such as PDAs belonging to firemen.

In the area of reconfigurable software architectures, RAINBOW [11] builds
on the use of architectural models for problem diagnosis and repair. The pro-
posed framework includes a monitoring layer composed of two types of entities,
namely probes which gather basic data from the running system and gauges
which perform computations on the data in order to obtain measures of the
system properties. An architecture manager is in charge of maintaing the archi-
tectural model at runtime and of verifying that the constraints on the system
elements are maintained. The project is very complex as it englobes a very ex-
pressive ADL called ACME [10], already cited, a system in charge of verifying
constraints, called ARMANI, a library of gauges, etc. The idea of placing an
ADL on top of a CBSE middleware, as we intend to do, is the topic of [2], in
which the authors describe their experience in associating an enriched version of
ACME with the OpenCOM middleware for providing programmed and ad-hoc
changes at runtime while maintaining certain constraints. Drawing the parallel
between the entities described by the ADL and those provided and manipulated
by the CBSE will also be an important step in our research.

Although there are a lot of available component-based platforms, not all of
them are equally suitable for runtime reconfiguration and for dealing with self-
healing. In [21], the authors identify the necessary runtime abstractions that
a component model must include in order to efficiently support an autonomic
adaptation service. What we need is not a component model which merely allows
runtime reconfiguration but one which is designed for it. An example is [20] which
builds, as RUNES, on the idea of a basic runtime kernel and a variety of addi-
tional services in the form of modules which can be plugged in. A fertile source of
inspiration are the projects aimed at providing reconfiguration/adaptation prop-
erties to wireless sensor networks such as the works described in [24], [25] and
[26] which present a middleware for wireless sensor networks and a component
model enabling fine-grained adaptation.

The idea of creating design patterns for fault tolerance based on meta-level ar-
chitectures and fault tolerance mechanisms is also described in [15]. [13] presents
reflective design patterns implementing the separation of concerns as well as a



hierarchy of design patterns in the form of a tree-graph where each level acts as
a refinement step.

7 Conclusion and perspectives

In this paper, we presented our approach to design and implement resilient
systems, i.e., systems meant to cope with continuous evolution while guaran-
teeing dependability. Hence, our work lies at the intersection of three research
domains, namely Fault Tolerance, Autonomic Computing and Ubiquitous Sys-
tems.

To that aim, we propose to represent various dependability-related attributes
of the system in a three-axes space. Interestingly, this space allows us to link
application and dependability-related context with fault tolerance strategies.
More precisely, we classified classical fault tolerance patterns with regards to
this space, and showed how every fault tolerance pattern defines a region in this
space.

In this formalism, the evolution of the system can be represented as a path
in this space, and evolution induces modifications of fault tolerance strategies,
as derived from our classification of fault tolerance patterns.

To illustrate our method, we show, on a simple active to passive replication
evolution, how we can provide an algorithmic solution of this evolution, based
on a simplified UML description of such replication strategies.

To go further this simple example, we are currently investigating the pos-
sibility to automatically link fault tolerance design patterns (such as the one
provided in UML) to component-based technologies (CBSE) for developing the
management framework. Using such approach will allow us to define precise al-
gorithms for adaptation, and will ease the development of a generic framework
for adaptation of dependable systems.
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