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Abstract

We provide two nonlinear solutions to the model recovery anti-windup (MRAW) design problem, both of them relying on the
definition of a set of nested ellipsoids in the state space of the anti-windup dynamics. Each ellipsoidal set arises from a convenient
trade-off between size of the ellipsoid and guaranteed exponential convergence rate induced by the corresponding saturated feed-
back. The first solution is given by a hybrid selection of the MRAW stabilizer, relying on a natural hysteresis switching mechanism.
The second solution corresponds to a Lipschitz but non-differentiable scheduled selection, which essentially smoothens out the
discontinuous nature of the nested ellipsoids. We discuss the role of our design architecture and establish a number of important
properties induced by the proposed controllers. Their effectiveness is comparatively illustrated on a few example studies.
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1. Introduction

Actuator saturation is one of the most frequent hard nonlin-
earities encountered in control system implementation. When
applying any type of control design to a real plant, the con-
trol engineer needs to account for the effects of the maximum
and minimum control effort allowable for the actuator available
on the experimental system. It was observed already from the
1940s that the presence of saturation often caused undesirable
behavior and that suitable fixes were necessary to address the
arising problem (this fact was actually one of the main motiva-
tions for the absolute stability results of the 1950s and the sector
properties of static nonlinearities).

A popular approach to deal with saturation, which dates back
to the 1960s (see, e.g., [9]), is the so-called anti-windup ap-
proach, wherein an “unconstrained controller” is assumed to
perform desirably in the absence of saturation (equivalently,
when signals are small enough on the saturated closed-loop)
and “anti-windup” corrections are necessary for larger signals
that would interest the flat region of the saturation, thereby
causing performance loss and often instability. The ultimate
goals of anti-windup designs are that: 1) the unconstrained be-
havior imposed by the “unconstrained controller” on the plant is
fully reproduced whenever saturation is not activated (namely
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for small enough signals); 2) for larger signals the performance
is close (as close as possible) to the unconstrained one, and
stability is retained as much as possible given the hard limits
imposed by the presence of saturation. Initially, anti-windup
control was mainly an application driven discipline and most
of the results available in the literature were not applicable to
general classes of control systems, rather being specific naive
solutions for some experimental problems. Toward the end of
the 1980s, this lack of formality in the field has been pointed out
(see, [8]) and the need of general solutions to the anti-windup
augmentation problem led to in an increase of the research ef-
fort in the following years. Comprehensive surveys of the first
anti-windup solutions are given in [21, 2, 28]. Starting from
the mid 1990s, several high performance solutions to the anti-
windup problem started to appear. Many of these rely on the so-
called reference governor or command governor scheme which
is most directly applicable to discrete-time control systems (see,
e.g., [16, 1] and references therein). Other ones are mostly
related to continuous-time cases and rely on the use of linear
matrix inequalities (LMIs) together with absolute stability and
generalized absolute stability concepts (see, e.g., [31, 18, 25]
and references therein). Some very detailed presentations of
the above historical overview of anti-windup can be found in
the surveys [14, 36] and in the two books [57, 35].

Among the many aspects that make the anti-windup design
challenging is that it inherits well-known intrinsic limitations
already known for bounded stabilization. In particular, it was
already proved in [34] that global bounded asymptotic stabi-
lization of a linear plant can only be obtained if the plant has
eigenvalues in the closed left half plane. Global exponential
stabilization via bounded input can then only be obtained if
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the plant is already globally exponentially stable to begin with.
Due to this reason, much of the research effort has gone in the
direction of giving local guarantees with an intrinsic trade-off
between size of the operating region and the aggressiveness of
the control law (a notable alternative approach being the one
where global nonlinear stabilizers were designed [30, 38]). In
this regard, interpolation of controllers has been recognized as
a fruitful approach for achieving better regional performances,
using e.g. parametrized Riccati equations or switching laws
[50, 22, 6]. From the early years of the 21* century, the idea
of scheduling different stabilizers was pursued in a number of
works [27, 26, 32, 33, 48], and this type of sophisticated gener-
alization of the standard anti-windup paradigm (the one where
a simple gain modifies the controller dynamics, driven by the
excess of saturation) also led to some different type of an-
ticipatory/delayed anti-windup actions (which can be seen as
some kind of multi-stage nonlinear compensation) reported in
[52, 32, 51, 47, 46] and references therein.

A relevant general approach to the solution of the anti-
windup problem is that proposed in the pioneering paper [42]
(and the twin paper [43]). In that paper, the authors proposed
a framework for anti-windup design wherein the solution to the
anti-windup problem (comprising the two properties qualita-
tively stated above) was obtained from the solution of a sim-
pler external stabilization problem from an input-matched dis-
turbance consisting in the energy that the unconstrained re-
sponse would have spent outside of the saturation if the satu-
ration limits were not there. That framework was therein de-
noted as “/L, anti-windup solution” and was shown to solve
a specific characterization of the qualitative anti-windup goals
listed above, called “/L, anti-windup problem”. The parallel
thread of work reported in [31, 18, 25] and commented above,
aimed indeed at minimizing the input-output £, gain of the
closed loop with anti-windup augmentation, therefore more re-
cently (and also in the book [57]) it was decided to rename
this approach “model recovery anti-windup” (MRAW) because
through a model-based compensation MRAW is effective at re-
covering the unconstrained response.

In [42], a preliminary solution was given to the MRAW prob-
lem, while indicating that many improvements upon that solu-
tion would have been possible via the many degrees of free-
dom still available in the proposed framework. Then, sev-
eral extensions have been proposed in later years each of them
having different performance and stability guarantees and be-
ing applicable to different classes of systems. Among these,
[40, 41, 44, 45, 58, 7] report some application studies illustrat-
ing the effectiveness of MRAW on practical engineering prob-
lems, while in [39, 15], the approach was extended to give
a nonlinear solution when dealing with exponentially unsta-
ble plants, that inevitably lead to non-global results due to the
above mentioned intrinsic limitations. MRAW was also ex-
tended to rate-saturated plants and applied to relevant flight
control problems in [40, 3, 10]. In [54], the same framework
was applied to bumpless transfer and this idea was further ex-
tended and better characterized in [56]. In [20] the ideas in [42]
were extended to the discrete-time case while in [53] they were
extended to dead-time plants. A sampled-data implementation

of the general approach in [42] was proposed in [4], based on
a suitable MPC solution of a discrete-time problem associated
to the continuous-time plant. Moreover, a nonlinear scheduled
implementation based on hysteresis switching was proposed in
[55], although no guarantees were given there on the size of the
switching regions.

In this paper, we show that it is possible to adopt multi-stage
designs within the MRAW framework, thereby obtaining high
performance unconstrained response recovery through the aris-
ing aggressive nonlinear anti-windup action. Mimicking the ap-
proach in [27, 26, 32, 33], we base the switching/scheduling
mechanism on the definition of a suitable set of nested ellip-
soids, each of them associated to a choice of stabilizing gains,
and then we propose:

1) A hybrid reformulation of the hysteresis switching solution
first proposed in [55] and then revised and improved in our pre-
liminary conference paper [12]; as compared to those prelimi-
nary results the hybrid formulation provides robust versions of
the established asymptotic stability, that stems from the struc-
tural properties of the formulation, in addition to a clearer de-
scription of the hysteresis mechanism.

2) A scheduling mechanism corresponding to an improved ver-
sion of the approach proposed in our preliminary work [13, 11].
In particular, as compared to those results, here we choose the
feedback gains based on a desirable trade-off between speed of
convergence and size of the region of attraction, in addition to
well characterizing the nonlinear algebraic loop, already intro-
duced in [54], but assuming a slightly different expression in
this new formulation.

Different from [13, 11] where we mainly focus on anti-
windup goals, we clarify here that the proposed construction
is best characterized as a state-feedback bounded stabilizer,
whose ideal application context is the anti-windup one, because
in nonlinear model recovery anti-windup, the state of the dy-
namic augmentation (which must be driven to zero) is available
for feedback. We regard this solution as the most advanced
MRAW design strategy in terms of trade-off between size of
the region of attraction and performance of the control design
(which is characterized here in terms of the exponential rate of
convergence of the response). As compared to our preliminary
results in [12, 13, 11], we also report here missing proofs, we
revise and improve the generation of the ellipsoids that depends
here on more intuitive parameters for which we provide a tun-
ing rationale, and the design of the switching/scheduling law.
Finally, we illustrate the results on novel examples.

The paper is organized as follows. In Section 2 we propose
the construction of the nested ellipsoids establishing the switch-
ing/scheduling mechanism proposed subsequently. In Section 3
we show how those ellipsoids can be used for the design of a
hysteresis switching stabilizer. Parallel results are given in Sec-
tion 4 that presents a Lipschitz scheduled stabilizer. All these
ingredients are combined in Section 5 that explains how these
designs should be incorporated in the MRAW architecture. Fi-
nally, Section 6 discusses a few simulation examples with the
switching and scheduling approaches. Conclusions and future
works are reported in Section 7, while a few technical proofs
are reported in the appendix.



Notation: Given a square matrix M, He M := M + M"

2. A family of stabilizers in nested stability regions

2.1. Global or regional bounded state feedback stabilization of
a linear plant

Consider the following linear plant:
X = Ax + Bsatz(u), (1)

with state x € R” and input u € R™ and subject to
the symmetric decentralized magnitude saturation nonlinear-

T
ity sat; with saturation limits &t = [121 ﬁnu] , defined

as sat;(u) = [satul(ul) sat;,”u(u,,u)]T, where satz,(s) =
max{—iu;, min{ii;, s}}, i = 1,...,n,, is the scalar symmetric sat-
uration function with limit #;.

In this paper we are interested in designing nonlinear
switched and scheduled state-feedback control laws for plant
(1) capable of inducing high-performance of the arising closed
loop. It is well known (see, e.g., [34]) that plant (1) is glob-
ally stabilizable from the bounded input if and only if A has no
eigenvalue with positive real part (namely, the open-loop dy-
namics is not exponentially unstable). Due to this reason, we
start off our design by focusing on a suitable stabilizer taking
the form

u = Kx + Lsat,,(n), 2)

and ensuring a reasonably large domain of attraction, depend-
ing on the open-loop dynamics of (1). Stabilizer (2) requires
the solution of a nonlinear algebraic loop, which is rather sim-
ple with a small number of inputs is at hand but may become
rather complicated in the presence of many saturated inputs (see
[57, §2.3.7] for a discussion about how to solve these algebraic
loops). The algebraic loop has been shown to generally lead to
improved responses (see, e.g., [31]) but can be easily avoided
(at the expense of a potentially deteriorated performance) by
fixing X, = 0 in the optimization presented below in (3). In this
special case, variants of the corresponding results have been
presented in [19] (see also [35]). The following proposition
provides a design guideline for the selection of the gains in (2).

Proposition 1. Consider the dynamical system (1), a scalar
A > 0, and the following set of LMIs in the variables
{0.X1, X2, U, Y,p72):

0 = 0" > p*I, U > 0diagonal (3a)
(A+ADQ + BX, BX;-U)

He e v <0 v
2y

[;’Zkg, 0 k=t (30)

where Y® denotes the k-th row of matrix Y.
Then given any solution to (3), the feedback stabilizer (2)
with parameters (K, L) = (K1, L) with

K; I-X%U"'x07",

L = —-(-XUY'xUu"!, “

guarantees 1) well-posedness of the algebraic loop in (2),
namely existence of a unique (nonlinear) globally Lipschitz
function ¢ such that u = ¢(x); 2) exponential stability of the
origin with exponential rate 11 = A for (1), (2) with basin of
attraction larger than the set (where we use Qy = Q):

&1 =807 =x"Qor'x < 1}, ©)

which is forward invariant and contains the ball pB = {|x| < p};
3) global exponential stability of the origin with exponential
rate A, if Y = 0.

Moreover, the following can be proven about the feasibility

of (3):

1. If the open-loop dynamics (1) is exponentially stable with
exponential rate larger than A (namely all eigenvalues of A
have real part strictly smaller than —AQ), then LMlIs (3) are
feasible with Y = 0, which guarantees global exponential
stability.

2. If the open-loop dynamics (1) has exponential rate not
smaller than A (namely all eigenvalues of A have real part
smaller than or equal to —1) ', then LMIs (3) are feasible
for any (arbitrarily large) value of p.

3. In all cases, LMIs (3) are feasible for a sufficiently small
value of p.

Remark 1. (Different optimization goals) While the focus of
Proposition 1 is mostly on the size of the domain of attraction
estimate (called stability region henceforth), it should be rec-
ognized that increasing the value of the certified exponential
rate A will in general reduce the size of the stability region so
that a suitable trade-off should be performed. The goal of the
switching and scheduled solutions in this paper is to partially
overcome this trade-off by suitably increasing the performance
level A as the plant state gets closer to the origin.

In conditions (3) and throughout the rest of this paper, we
focus on the optimality criterion associated to the exponential
rate A in (3b). However, different performance metrics can be
also optimized using the approach proposed here. For example,
in [12] the goal was the minimization of the £, gain from an
exogenous input w to a performance output z of an extended
plant dynamics of the form:

Ax + Bsatz(u) + B,w,
Cx + Dsatz(u) + D,,w.

X

Z

This different performance goal can then be optimized by mini-
mizing the £, gain estimate y and replacing condition (3) by the
conditions in [12, egs. (7)]. This modification affects many of
the derivations in the rest of this section, but the corresponding
results are a straightforward extension of the techniques devel-
oped here. o

Proof of Proposition 1. Proposition 1 is a slight modification
of the results presented in [12, §II.B] and then recalled in [13,

ISince A > 0, this implies that A has no eigenvalues with positive real part.



Prop. 2]. The proof follows standard LMI derivations based
on the generalized sector conditions proposed in [19, 24] and
corresponding to the fact that for any pair of inputs u,w € R™
and any diagonal positive matrix W > 0, the following holds:

dz(w) =0 = dz(u)" W(u — dz(u) + w) > 0, (6)

where dz(u) := u — sat(u). In order to exploit condition (6), we
may rewrite the plant input selection in (2) as follows:

(I-L)y""Kx— (I - L)' Ldz(u)
X,07'x + X, U~ dz(u),

u =

)

where the second equality can be verified by inverting (4) and
doing some straightforward simplifications. The following re-
lation is then straightforward from (7):

X Ax + Bsat;(u) )
(A+ BX;Q Dx + BX,U™! = I) dz(u).

Consider now formulation (7), (8) of the closed loop and notice
that using the Lyapunov function candidate V(x) = x” 9~'x and
selecting w = Hx, with H to be specified, and W = U ~1in (6),
we may write:

dz(Hx) = 0 = V(x) < V(x)+2dz(u)" U™ (u—dz(u)+Hx), (9)

whose rightmost term can be written as:

2[ X ]T [QI(A +BX,07) O7'B(X,U! - 1)] [ x ]
dzw)| | U'X Q7'+ H) U'CLU™ =) ||dzu)

(10)
where the first block line contains terms arising from V and
the second block line contains terms from the generalized sec-
tor conditions. Pre- and post-multiplying the matrix appearing
in (10) by diag Q, U and selecting H = YQ~!, we obtain that
inequality (3b) implies

dz(YQ'x) =0 = V(x) < -2yV(x). (11)

Consider now inequality (3c), and note that, with the selections
above, it implies:

|m,;1H(k)x|2 <xTQ7'x, Vk=1,...,n,
which, combined with (11), implies

Vx)<1 = dz(Hx) =0 = V(x) < -2yV(x), (12)

thus clearly proving items (2) and (3) of the statement from
standard comparison and Lyapunov theorems. Moreover, let
x belong to pB, i.e. Ix? < pz. Then, from Q7! < p‘zl, the
following chain of inequalities holds

KO x<xTpIx=pxf < 1,

thus showing the inclusion pB C &;.
Regarding item (1), the proof is based on the following tech-
nical results

Lemma 1. Given a positive-definite diagonal matrix W €
R"™*" agnd a square matrix S € R™™ with det(I — S) # 0,
iF2W + WSU - S) '+ U -ST)'STW > 0, then I — SA is
nonsingular for all matrices A included in the set

O, = 1A : A = diag(61, ... 6, ), 6 € [0, 1] Vk}.

Lemma 2. Consider a locally Lipschitz map F : R" — R" and
assume that the differential inclusion JF(z) € M holds for a.e.
7z € R", where JF(7) denotes the Jacobian of F and M c R™"
is a compact and convex subset such that det(tM) # 0VYM € M.
Then there exists a unique globally Lipschitz function G : R" —
R”™ with F(G(z)) = zVz e R".

The proof of Lemma 1 is given in Appendix A, while the proof
of Lemma 2 can be found in [54, Prop. 2]. Let us focus now on
item (1). From the LMI (3b) one can infer that

X, +X) —2U <0 (13)

as the bottom right term of the matrix must be negative-definite.
On the other hand, it follows from (4) that the matrix X, satisfies

Xo=-Li(I-L)"'U,
and hence inequality (13) can be rewritten in terms of L; as
-Li-L)'U-vud-LH'LI -20 <0
or equivalently as
-WLi(I-L) ' = -LTY'LTw-2w <0 (14

where we have set W = U~!. Consider the map F(u) :=
u — Ly satz(u) and observe that, since the derivative of each
component of the saturation function is either O or 1 a.e., the
inclusion

JF(u) €co({l — Ldiag(5y, ..., 0,,), o € 10,1} Vk})
=(I-LA A€O,} =M

holds, where co(E) denotes the closed convex hull of the set
& and O,, is defined in Lemma 1. Due to (14), the condi-
tions of Lemma 1 are met and thus the set M, which is com-
pact and convex by construction, contains nonsingular matri-
ces only. The conclusion follows then by applying Lemma 2,
which establishes that there exists a unique globally Lipschitz
map G(z) with F(G(z)) = z and

o(x) = Lip(x) = Ky x,

where we have set ¢(x) = G(K|x).

Only the feasibility of the LMIs remains to be addressed. Since
by assumption the plant is stabilizable, there exist a feedback
gain K and two positive definite matrices, Qp = Qg >0, Ry =
Rg > 0, with

He[(A + /lI)QQ + BK()Q()] = —RQ.

Selecting Q = vQy, ¥ = KoQ = vKoQop, X1 = -V + (X» —
U)'B" and 2U > X1 + X, it can be easily seen that inequality



(3b) is satisfied for any v > 0 because the left-hand side matrix
becomes block diagonal. In the case of open-loop exponential
stability (item (1)), the inequalities are trivially satisfied with
the choice

Y =0, X[ =-B(X; - U), p* = 0nin(Q),
2U > X» + X7, He[(A + ADQ] < 0.

Regarding item (3), observe that condition (3c) is equivalent to
mi - UY(()k)QalY(()k)/ >0 k=1,..,n,

where we have denoted by Y(()k) the k"—row of Y;. Then, it is
sufficient to pick

. m

v<v:i= mn ————

T k=l YO -1y k)
Yo Qo Yo

which indeed implies the feasibility for any 0% < VT min(Qo).
Item (2) corresponds to semi-global stabilization, and requires
a few more manipulations. Define A; = A + Al and note that
by assumption it has eigenvalues in the closed left half plane.
Following [25, Proposition 2], it can be proven that there exists
Yo > 0 such that, for any ¢ > 0 there exists Q@ = QT > ¢I with

2

A0 - Yo ppr
He 2 ? <0. (15)
0 _Z
2

Therefore, setting ¥ = —(yg/Z)BT, X, =-Y,U=X,+1/2,
where X, is an arbitrary diagonal matrix with X, > —I/2, it is
easily checked that (3b) is satisfied because it coincides with
(15). Moreover, also inequalities (3a) and (3c) are satisfied by

selecting
i |Y(k)|
> max , a
4 p ke(l,..., nu}( nmy )}

max
in (15). ¢

2.2. Generation of nested stabilizers

Proposition 1 is used in this section as a starting point for the
generation of a family of N nested ellipsoids & D -+ D &y,
each one of them associated with a pair of gains (K, L;) to be
used in control law (2), and ensuring exponential stability of
the origin from the corresponding ellipsoid. In particular, the
region &; in (5) corresponds to the largest of these ellipsoids
and an algorithm is proposed to generate a number of nested
ellipsoids within &;. The reason for designing several gains
in nested sets is that the closer the trajectory is to the origin,
the higher gain can be used with stability guarantees, thereby
improving the small and medium signal performance of the sta-
bilizer. The solid and bold level sets in Figure 1 represent an
example of two nested sets arising from the algorithm proposed
in this section. This construction has common features with that
of [55], even though no generalized sector conditions where
used in that work, thereby resulting in a conservative design.

Moreover, the construction is a suitable combination of our pre-
liminary results in [12] (where a switching law was used) and
[11, 13] (where scheduled laws were used and a similar algo-
rithm to the one reported here is proposed). Here, once the
family of nested sets with the corresponding gains is in place,
we present switched and scheduled nonlinear stabilizers in Sec-
tions 3 and 4, respectively.

BoiB

«85171

Figure 1: Two nested level sets arising from Algorithm 1.

Given the outer ellipsoid &; as per (5), the proposed nested
regions construction is given in Algorithm 1, which is based on
two key parameters:

1. a shrinking factor 8 € (0, 1) providing outer and inner
constraints for set &; graphically represented in Figure 1,
based on set &;_; and corresponding to (16c¢) for the outer
constraint (dashed-dotted boundary in Figure 1) and to
(16d) for the inner constraint (dashed boundary in Fig-
ure 1). Figure 1 reports in bold the shape of set &; that
respects these constraints, given the set &;_; reported in
thin solid line;

2. a linearity radius n > 0O specifying a ball nB = {|x| < n},
where the nested control design should provide a linear
feedback. For the algorithm to make sense it is necessary
that 78 is contained in the interior of &;, which holds if
and only if 7% < Omin(01).

The following result establishes desirable features of Algo-
rithm 1.

Proposition 2. Consider any solution (A1, Q1, Ky, L) arising
from the construction in Proposition I (see (4) and (5)), any
shrinking factor B € (0,1) and any n > O satisfying n* <
O-min(Ql)-

Then Algorithm 1 always terminates in a finite number N of
steps and guarantees:

ED&E---D&y,
A <A < Ay

(18)
19)

Moreover, for each i € {1,...,N}, the closed loop (1), (2) with
K = K; and L = L; has a well posed algebraic loop, is exponen-
tially stable to the origin, with basin of attraction containing the

set
& =U"0 k<1,

and is also such that the set &; is forward invariant.



Algorithm 1 Nested regions and stabilizers generation.
Input: Matrix Q; in (5), gains (K;, L) in (4) and A; from
Proposition 1. A shrinking factor 8 € (0, 1) and a linear feed-
back radius n > 0 satisfying 7 < Omin(01).
Initialization: Seti =1 and 0y = o min(Q1).
Iteration: i =i+ 1

Optimization: and solve the following generalized eigen-
value problem:

max A subject to: (16a)
1,0=07.Y.X,,X,,U
U > 0 diagonal (16b)
0 < B0 (16¢)
Q> proiql (16d)
A+ ADQ + BX; B(X;-U)
He X, +Y Xo— U <0, (16e)
m2 YW
[ Y("k)’ 0 >0, k=1,...,n,, (16f)

Selection: Given the optimal solution to optimization (16),
set; = A, Qi = Q, 0 = omin(Q;) and:

Ki = (I-XU")'X,07,
J1y-1 1 an
L = —-(I-XUY'xUu".
until 7> > 0.
Output: Set N =i — 1, and output N tuples (A¢, Q¢, K¢, Ly),
t=1,...,N.

Finally, for a fixed value of n, integer N is a function of scalar
B satisfying:
limN =1, limN = +oco. (20)
B0 =l
Proof. From the feasibility conditions of the LMIs estab-
lished in Proposition 1, it follows that the optimization problem
in the algorithm is well-posed, in the sense that it always admits
a solution A; > A;_;. Moreover, the strict inclusion &; € &;_; is
guaranteed by (16c):

=0 x< el x< i c Qi x< 1) =&y

Conditions (16¢)-(16d) ensure that the algorithm terminates af-
ter N steps. Indeed one has ﬁzo'i,l < 0; < Boi_1, and hence

B <o < Blo. (21)

Taking logarithms of both sides of 7> < oy < ¥ "!or, we get
that the largest integer N with > < oy (which comes from the
termination condition) must satisfy the estimate

< logn*> - log oy
log

which implies the left limit in (20) because 1* < o by defini-
tion. Consider now again the termination condition and the left
inequality in (21), which yields 2+D-D < gy, < 5%, Taking
logarithms again, we get

N +1,

logn? —log oy

N >
2logp

which implies the right limit in (20). ¢

Remark 2. In light of Proposition 2, from a practical point of
view, Algorithm 1 should be applied by first fixing the local
convergence rate A; and solving the LMIs (3) in Proposition 1
with the goal of maximizing the size of Q) (e.g., maximizing
its trace). Alternatively, if a certain size @ of the outer region is
required, one may fix Q; > *I and then maximize 1; by solv-
ing a generalized eigenvalue problem. Then the linearity radius
1 is typically selected as significantly smaller than Vorgin(Q1)
(so as to leave a large enough doughnut for the nesting of the
ellipsoidal sets before the termination condition), and then the
shrinking factor 3 is adjusted by running the algorithm for sev-
eral values of it with the goal of obtaining a reasonable number
N of ellipsoids. In particular, the result (20) clarifies that in-
creasing 3 one expects an increase of N, while decreasing 5 one
expects a decrease of N. A larger N leads to improved perfor-
mance, due to a more sophisticated control solution, but also
increases the computational complexity in terms of the number
of gains that need to be stored in the control system. o

3. Hysteresis switching stabilization

In the previous two sections, a sequence of nested sets &; D

- D &y has been determined by way of Algorithm 1, each
of them associate with a pair of gains (Kj, L;) and with a guar-
anteed convergence rate A; > 0 satisfying the non-decreasing
condition (19).

Here, generalizing the approach of [55] and [12], in light of
the recent formalism in [17] for the representation of hybrid
dynamical systems, we propose a hysteresis switching law that
exploits the fact that by construction, for each g = 2,..., N, set
&, (see the outer bold gray level set in Figure 1 for an example)
is a subset of the S-restriction (see the dashed level set in Fig-
ure 1 for an example) of set &,_; (see the inner bold gray level
set in Figure 1 for an example). The intuitive idea behind the
hysteresis switching law is to switch to less aggressive control
gains (that is, from the gains associated to &, to the gains as-
sociated to &;) when the state x crosses the boundary of &y, 1,
but to allow a switch to more aggressive gains (that is, from
the gains associated to &, to the gains associated to &,.1) only
when the state x crosses the boundary of &, ; the finite sepa-
ration between the boundaries of &, and &€, provides some
level of robustness to noise and prevents chattering problems.

To this aim, we introduce a logic state variable g € {1, ..., N}
in our control algorithm, and implement a g-dependent version

of the linear stabilizer (2), as follows:
u = K x + Ly sat,,(u), (22a)

where state g evolves according to the following hybrid dynam-
ics:

q=0, xeCy
qg-=q+1, x €Dy (22b)
g =q-1, xeD,,
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Figure 2: The hysteresis switching mechanism behind control law (22), (23).

where, according to the intuitive representation in Figure 2, in-
crease and decrease of ¢ is enabled, respectively, whenever the
state (x, g) belongs to the following sets:

D, :={xeR": xTQq‘lx > 1},
D :={xeR": xTQ;ilx < B
D=0, D=0,

gel2,...,N)
gel{l,....N—1},

(23a)
and the set C, in (22b) is selected as the closure of the set where
jumps (or updates) of g are not allowed:

Cy =R\ (D UD;). (23b)
As customary with the representation in [17] for hybrid sys-
tems, the so-called flow set of the hybrid dynamics corresponds
to the subset of the state space = = R"x{1, ..., N} where flow of
the solutions is allowed, and the so-called jump set of the hybrid
dynamics corresponds to the subset of the state space & where
jump of the solutions is allowed. Taking a similar approach to
[17, eq. (1.10)], they correspond to:

Cc = “U " Cy x {q}
qell, ..,
D = U (@ uD)x{gh (23¢)

and the flow and jump maps are directly derived from (22b) due
to the fact that the sets Z);, Z);, qg=1,...,N are all disjoint.

The next result is the first main theorem of this paper estab-
lishing useful properties of the hysteresis switching stabilizer.
An appealing feature of this theorem, as compared to previous
approaches, such as those in [55, 12] is that the well posedness
of the hybrid formulation in (22), (23) allows obtaining intrinsic
robustness of the stated stability results, by way of the general
results in [17, Thm 7.21].

Theorem 1. Consider plant (1), a set of initial parameters
(01, K1, Ly, A1) coming from Proposition 1 and a family of
nested sets (Q;,K;,L;,A;), i = 1,...,N coming from Algo-
rithm 1.

Then the hybrid hysteresis switching state-feedback control
law (22), (23) for plant (1) is such that

1. complete solutions exist for all initial conditions, and are
all eventually continuous,

2. if parameters (Q1, K1, L1, A1) came from a solution to (3)
of Proposition 1 with Y = 0, then the origin is globally
exponentially stable;

3. the exponential convergence rate increases as the solution
approaches the origin. In particular, there exists a scalar
M > 1, such that, for all solutions, the following holds:

x0,0) € = |x(t, DI < Mexp(=4,1)|x(0,0)],
24
forall (¢, j) € dom x;
4. the origin is exponentially stable for the closed loop with

region of attraction including the set &.

Proof. First note that dynamics (1), (22), (23) satisfies the
hybrid basic conditions in [17, Assumption 6.5] because C and
D are closed, the flow map is continuous and the jump map can
be continuously extended. Then existence and completeness
of maximal solutions are guaranteed by [17, Proposition 6.10]
and the well posedness of (1), (2) established in Proposition 1
(guaranteeing that item (b) of Proposition 6.10 in [17] never
occurs), together with the fact that item (c) of Proposition 6.10
never occurs because C U D = R" x {1, ..., N}. The fact that all
solutions are eventually continuous is proved below.

Consider now any solution & = (x,q) to (1),(22),(23). Let
£(0,0) = (x0,90) and denote by R; the region of attraction of
the closed-loop system with (K, L) = (K, L) which, by con-
struction, contains the ellipsoid &; (see Proposition 1). Two
cases can be considered:

a) xp € qu
b) X0 o2 qu

In case a), the initial state belongs to the set &,, which is for-
ward invariant for the closed-loop dynamics with gains (K, L) =
(Kyy» Lg,) (again from Proposition 1). As a consequence, intro-
ducing the coefficients

/lmax(Qi) .
ci = 1’— >1Vi=1,..,N,
/lmin(Qi)

the following exponential estimate is in force
(7, 0)] < g, exp(=Ag,1)|x(0, 0)] (25)

for any ¢ > 0 such that (r,0) € dom¢ (because this means
that the solution never jumps thereby remaining in C,). If
the supremum of such ¢ is co, then bound (25) proves the
claim. Otherwise, the solution reaches the boundary 6(BE,+1)
at some finite time (¢;,0) € dom ¢ such that (#;, 1) € dom ¢ and
q(ti,1) = go + 1, x(t1,1) € 0(BEyy+1) T Eyy+1 because g jumps
from ¢(#;,0) = go to g(t1,1) = go + 1.

Since &4 is forward invariant for continuous dynamics with
gains (K, L) = (Kyy+1, Lgy+1), one has

[x(, DI < cqp41 €xp(=Agy+1 (1 = 11))Ix(11, 0)]

for any ¢ > 1, satisfying (f,1) € dom¢, and thus, incorporating
(25) and using (19),

|x(t, ) < cgyr1€4, EXP(=Ag,D)|x(0, 0)] (26)



for any ¢ > O such that x(¢, j) € dom ¢ with j € {0, 1}.

The above argument can be repeated £ < N — 1 times, thus
proving items (2) and (3) of the theorem. Moreover, note that
all selections of K, and L, exponentially stabilize the origin.
Then all solutions evolving in &, g < N, eventually reach the
neighborhood of the origin &, and jump, eventually reaching
BEn-1 C intEy. From there the evolution is continuous, thus
proving item (1). Summarizing, it has been shown that

|x(t, )l < Mexp(=14D)|x(0,0)| vVt >0, j=0,1,...¢ (27)
where the constant M is given by
M =TI c;. (28)

Let us consider now case b). If x(0,0) € &; for some g €
{1, ..., N}, the jump map (22b) guarantees that after, £ < |go —
gl < N — 1 jumps, the hybrid state £(0, ¢) is such that
x(0,0) € Cz,  g(0,0) =g.

Therefore one turns back to the scenario of case a), with x(0, 0)
replaced by x(0,¢). This shows that (24) is fulfilled with M
given by (28). We point out that clearly it is possible to find
some sharper estimates on the bound M.

The only case that has not been addressed yet is x(0,0) ¢ &,
which is considered in item (4) for the case where (K, L) are
globally exponentially stabilizing. In this case, it is trivial to
see that the solution performs a finite number of jumps until
q becomes 1. From there, Proposition 1 gives an exponential
bound until x € J(BE,), and then the analysis above applies. ¢

Remark 3. (Global, semi-global and regional results) Theo-
rem 1 (as well as Theorem 2 given in the next section) guar-
antees different stability properties on the closed loop, depend-
ing on how the family of solutions to (3) were determined. In
particular, according to the results of Proposition 1 (applied
with 4 = 0), for exponentially stable plants it will be possi-
ble to choose the 1-st solution in such a way that the corre-
sponding gains are globally exponentially stabilizing (namely
with Y = 0), so that global exponential stability will hold for
the hysteresis switching feedback scheme. Alternatively, for
marginally stable/unstable plants it is possible to achieve semi-
global exponential stability by choosing the largest invariant set
(corresponding to the 1-st solution) arbitrarily large. Finally, for
exponentially unstable plants, it will only be possible to achieve
regional exponential stability, possibly maximizing the size of
the largest invariant set &;: indeed, it is well known (see, e.g.,
[34]) that exponentially unstable plants with bounded control
inputs have null controllability regions that are bounded in the
exponentially unstable directions, so that they cannot be glob-
ally nor semiglobally stabilized. o

4. Scheduled stabilization

As opposed to the switching solution proposed in the previ-
ous section, we now use a different strategy for exploiting the

nested family of stabilizers determined in Section 2.2, which
does not require any switching (thus avoiding discontinuities in
the control input). This solution is based on interpolating the
control law as suggested in [11, 13], which is resemblant of the
techniques in [27, 29]. To this aim, the integer logic variable
q of the previous section is here converted into a scheduling
parameter belonging to the real interval [1, N].

0.4

0.3

0.1
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Figure 3: The nested sets and their interpolation using the parameter .

In particular, the matrices X;;, X»; and Q;, i = 1,..., N ob-
tained from Algorithm 1 can be used to define a Lipschitz non-
linear control law as follows. Let

Lq]
[q1

(so that for ¢ € [1, N], [¢] denotes the smallest integer larger
than g, whereas | g| denotes the largest integer smaller than g),
and define interpolated variables through convex combination:

max{1, floor(g)}

min{N, ceil(g)}, (29)

0(q) = (g1 - @) Qg + (¢ — LgDQrg1 (30a)
Ug) = (g1 = Uy + (¢ — lgDUrq (30b)
X1(q@) = (91 — PX11q) + (g — LlgD X111 (30c)
Xa(q) = ([q] = @ Xayq) + (g — LgD Xor4. (30d)

Then we may use the real parameters g € [1, N] (whose selec-
tion is specified below), to define an implicit, nonlinear state-
feedback control law

u = K(q(x))x + Ly(q(x)) sat,, () (3D
where subscript “s” stands for “scheduled” and we define, sim-
ilar to (4),

K(q) (I - X2(U() " HX1(9)0(g)™" 32)
Lig) = —(U-XA(qU(@) HX2(q)U(g)™".
Finally, the function x — g(x) is selected as follows:
1 if x ¢ &
qg(x) ={N if x e &y (33a)

qg'(x) ifxe&\&y,



where x — ¢*(x) is the unique solution to the following implicit
equation, whose existence and properties are guaranteed by the
next lemma (whose proof is given in the appendix):

'O Mg ()x = 1,

Lemma 3. Equation (33b) implicitly defines a unique,
bounded and Lipschitz continuous function q*(x) in &1 \ Ey.

xe& \Ey. (33b)

We are now ready to state our second main result, establish-
ing desirable properties of the Lipschitz nonlinear scheduled
stabilizer.

Theorem 2. Consider plant (1), a set of initial parameters
(Q1, X11, X21, Uy, A1) coming from Proposition 1 and a family
of nested sets (Q;, X1, Xoi, U;, ), i = 2,..., N coming from Al-
gorithm 1.

Then the Lipschitz nonlinear state-feedback control law
(30)—(33) is such that:

1. the origin is exponentially stable for the closed loop with
region of attraction including the set &,

2. if parameters (Q1, X1, X2, Uy, A1) came from a solution to
(3) of Proposition 1 with Y = 0, then the origin is globally
exponentially stable;

3. the exponential convergence rate increases as the solution
approaches the origin. In particular, there exists a positive
scalar M such that, for all solutions, the following holds:

x(0) €& = |x(®)] < Mexp(—At)|x(0)], (34)

forallt > 0.

Proof. Consider the Lipschitz Lyapunov function candidate
V(x, q(x) := V(x,q(x) + N = q(x),

where V(x,g(x)) = xT Q7'(¢(x))x and g(x) is assigned by (33)
and is Lipschitz thanks to Lemma 3. From (33), the scheduling
parameter g(x) is constant in & := R" \ &, and in Ey, where it
is equal to 1 and N respectively. Hence one has

V(x, q(x)) = V(x, g(x))

for almost all x € 8‘1' U Ey. Moreover, following the derivations
leading to (12), there exists y > 0 satisfying for almost all x €
En )

V(x,q(x) = V(x,q(x) < -2yV(x, q(x)). (35)

On the other hand, from (33b) the identity
V(x,q(0) = V(x,q"(x) = 1 (36)

holds whenever x € &\ Ey, and therefore, if the state x belongs
to such set, the derivative of V(x, g(x)) reduces to V(x, g(x)) =
—q(x) = —¢*(x), where we also used the definition in (33).
Differentiating both sides of (36), we obtain V, V(x, g*(x)) = 0,
which can be developed to get

r907'(9)

-1
T -1, * .
5 ]q:q*(x)x) 27 07\ (g ().

g'(x) = - (x

As a consequence we obtain:

2x" 07 (q* (0))(Ax + Bsaty(u)
xTM(q*(x))x

V(x,q(x) = —¢"(x) = , (37)

where for almost all g € [1, N] (namely for all non-integer val-
ues of ¢ in that interval) >

M(g) := 07 (@)(Qq) — Q) Q ' (g) > 0. (38)

Due to convexity, LMIs (3) are still satisfied by the interpolated
variables (30), hence, selecting the control input as the sched-
uled feedback (31) and adapting the proof of item (2) in Propo-
sition 1 to bound the numerator in (37), we obtain for some
scalar ¥ > 0

V(. () < =22 V(x. 4(x) (39)
for almost all x € &; \ Ey, where
M := sup xI M(q)x.
xe& \En
g €[1,N]

The existence of a uniformly negative upper bound for
V(x, q(x)) for almost all x € & implies exponential stability
of the origin with region of attraction containing &, by follow-
ing the derivations in [37, page 99], thus proving item (1).
Item (2) follows very similar steps. Indeed, from item (1) of
Proposition 1, we have that bound (35) also holds for almost all
x € &, and therefore the negative upper bound for V(x, q(x))
holds almost globally. The argument in [37] then implies global
exponential stability of the origin. Consider now item (3). To
prove the increasing behavior of convergence rate one can make
the preliminary observation that, given the sequence of solu-
tions (Q;, X1;, X2, Ui, A;) of (16) for i = 1,..., N coming from
Algorithm 1, inequality (16e) with Q = Q; is still satisfied by
any A; with i > k > 1. By convexity, the same feature is trans-
ferred to the interpolated variables (30), i.e.

A+ 4DQ(g) + BXi(q) B(Xa2(q) = U(9)

He X\ (q) +Y Xa(q) - U(q)

<0 (40)

for any ¢ > k > 1. On the other hand, the function g*(x)
defining the scheduled parameter has been proven to be
nondecreasing along the solution (see conditions (37) and
(39)). This property together with inequality (40) guarantees
that, if the initial state x(0) belongs to the ellipsoid &; for some
k € {1,..., N}, then the convergence rate of the solution x(7) is
not smaller than 4; by condition (19), thus also proving item
3). o

-1
20ne clearly sees that M(g) = dQT]("): this identity follows from (30) and

keeping in mind that for a matrix function g > P(q), we have that P(q)P~'(q) =

-1
1, implies % = 7P(q)aPTI(4)P(q). See the proof of Lemma 3 for further

details about identity (37) and positive definiteness of M(q).



Remark 4. (Computation of the scheduling parameter g*)
Since the algebraic solution of equation (33b) (namely, the
function x +— ¢*(x)) does not appear to be easy to find,* a dy-
namic selection for g can be employed, which integrates the
plant dynamics to asymptotically estimate the correct value of
q". While this can be done e.g. by bisection methods, in [11, 13]
a dynamical approach was suggested, which is based on suit-
ably integrating the dynamics of ¢*(x) implicitly defined by
condition (33b). In particular, condition (33b) can be first de-
rived with respect to time, to obtain

-1
0 =24 0 g (L D0, o
t dq

from which it is possible to compute ¢ and write a dynamic
equation governing a new state g. In particular, taking M(q) as
in (38) and defining

g(x,q) = (" Q7 (@x - 1),

a robust implementation of dynamics ¢ with feedback injection
g(x,q), where scalar £ > 0 is arbitrary and may be tuned for
optimized performance, is given by

maX{O, _g(-xs 51)}, if q <1

2xT 07 (g)(Ax + Bsat,,(u))
xIM(q)x

- g(x,q), ifg € (1,N)
min{0, —g(x, ¢)}, ifg >N,
(41

with initial state g(0) € [1, N]. It can be shown that, under the
stated assumptions, the right hand side of (41) is bounded and
well defined almost everywhere, and that the interval [1, N] is
forward invariant for ¢ (that is, the state g never leaves such
interval). In fact, a more precise description of the ¢ dynam-
ics would require the use of differential inclusions because Q(-)
in (30) is Lipschitz so that its generalized derivative should be
used in place of matrix M. To keep the discussion simple, we
abuse notation and treat the ¢ dynamics as a differential equa-
tion. To better appreciate how the algorithm works in practice,
few more comments are in order.

First, the computations in (41) require the knowledge of the
state x, which might appear limiting; however, in the anti-
windup application such state x is exactly the state of the anti-
windup compensator, and then it is explicitly available.

Next, the role of the terms appearing in the right hand side of
(41) can be explained as follows. In all cases, the term —g(x, g)
has the role of correcting a “wrong” initialization of the state ¢
in (41), since the initial value of ¢(0) usually does not satisfy
the condition xT(O)Q‘l(q(O))x(O) = 1 (the “correct” initializa-
tion would require the solution of (33b) to be already known);
the term —g(x, g) is a stabilizing feedback which disappears as
x" Q7! (g)x gets closer and closer to 1. For the case ¢ € (1, N),

3Several solutions have been proposed to determine a by on line search
methods and other computationally intensive approaches; see e.g. [30, 27] and
references therein.
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the other term appearing in the right hand side of (41) is exactly
the dynamics that, according to equation () above, ensures for-
ward invariance of the set {(x,q) : x’ Q"'(g)x = 1}, namely, it
ensures that if x” Q~'(g)x = 1 at some time #;, then the motion
of g is suitably coordinated with the motion of x so to keep the
relation x” Q7 '(g)x = 1 satisfied also for all ¢ > #. Now, re-
calling that by (29) the value of ¢ is assumed to range in the
interval [1, N], the max operator is used in the case g < 1 to
avoid that the value of ¢ decreases below 1 once it has reached
such a lower bound, and similarly the min operator is used in
the case ¢ > N to avoid that the value of g increases above N
(as mentioned, the discontinuity introduced by such terms can
be formally dealt with by using differential inclusions). Note
that, although the set [1, N] can be formally shown to be for-
ward invariant under (41), allowing g < 1 or ¢ > N in the right
hand side of (41) ensures robustness to numerical errors.

Finally, from the above discussion it is clear that the role of the
parameter € in g(x, qg) is to make the feedback action exerted
by g(x, g) in (41) more or less aggressive, thus influencing how
fast the condition x” Q~'(g)x = 1 is achieved. Hence, in prac-
tice the value of ¢ should be chosen large enough to ensure that
g quickly becomes a good solution of x” Q~!(g)x = 1; practical
limits on how large the value of ¢ can be taken are clearly given
by the possible numerical integration problems that might arise
due to excessively large values. Note that, since ¢ only affects
a fast initial transient, its effect on the performance of the anti-

windup compensation are quite negligible. °

5. Application to nonlinear model recovery anti-windup

In this section, similar to [12, 11, 13], and following the
paradigm in [42] and [57, Part II], we apply the proposed con-
structions to model recovery anti-windup design, which is capa-
ble of transforming a stability and performance recovery prob-
lem into a stabilization problem (applied to the mismatch dy-
namics). To this end, we consider a linear plant given by:

X, = Ax,+ Bu,+B,w
P vy = Cyx,+Dyu,+Dyw (42)
z = Cuxp+Du,+D,w

where x, € R™ is the plant state, u, € R"™ is the control in-
put, w € R™ is an exogenous input (possibly containing dis-
turbances, references and measurement noise), y € R™ is the
measurement output and z € R™ is the performance output.

As customary in the anti-windup setting, we assume that a
(linear) controller # has been designed to induce desirable per-
formance when interconnected to the plant without saturation:

A

where x. € R™ is the controller state and y. € R™ is the con-
troller output.

= Acx. + Boyue + Bo,w
= Ccx; + Deyue + Deyyw

Xc

Ye )

4We assume here that controller (43) be linear but our results extend
straightforwardly to the case of nonlinear controllers.



In the case without input saturation, we call unconstrained
closed-loop system the direct feedback interconnection between
the controller (43) and the plant (42) via the equations
(44)

U=Ye, Ue =Y.

A necessary assumption for anti-windup design is that the un-
constrained closed-loop system (42), (43), (44) is well posed
and internally stable.

The so-called saturated closed-loop system corresponds to
the interconnection between (42), (43) and the level 1 € ]R’l“o
saturated interconnection
(45)

u = satz(y.), ue =y,

where each element of # indicates the (symmetric) saturation
level of the corresponding input channel.

The MRAW compensation scheme first proposed in [42],
later revisited in [54] (therein it was called “/£, anti-windup”)
and finally well surveyed in [57, Part II], corresponds to insert-
ing the following anti-windup filter, or mismatch dynamics, in
the closed loop:

Xaw = AXgy + B( saty, (ye +v) — yc)7

(46)
Yaw = nyaw + Dy(satm(yc + V) - yc),

AW {
with x,,(0) = 0 and where v is a signal to be designed. The
saturation level m is defined as

m = (1 —&)i, a7

where £ € (0, 1) is a given arbitrarily small constant, so that
sat,, corresponds to a restricted saturation with respect to sat;.
The restriction of the saturation level by an (arbitrarily small)
quantity & is actually a necessary condition for stabilization and
is therefore key to being able to prove Lemma 4 below. See [42,
Remark 2.2] for an example where this assumption is necessary.
Note that this may appear somewhat close in spirit to the recent
works on anticipatory anti-windup designs (see, e.g., [S1]), but
its spirit is actually different because one typically selects & as
a small positive scalar.

The interconnection of (46) to the closed loop system (42),
(43) via the anti-windup interconnection

Ue =Y = Yaws u = sat,(ye +v) (43)

yields the so called anti-windup closed-loop system, shown in
Fig. 4.

e L,

Ue C Ye +1ﬂ _/|I/_ [ P Y
Lo,
+ Uy AW
+

Figure 4: The anti-windup closed loop system.
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In [42, 54] the anti-windup design goals were formally stated
as follows. Denote by u;, z; the linear controller output and the
plant performance output of the unconstrained closed-loop sys-
tem and by u,, z, the corresponding signals of the anti-windup
closed-loop system. Then the signal v should be selected in
such a way that the following two properties hold:

1. if u; never exceeds the saturation bounds 7, then z, coin-
cides with z; (shortly, u; = sat,(u)) = z, = ));

2. if dz,,,(u;) (i.e. u; —sat,,(u;), the portion of the control input
in the linear closed loop exceeding the restricted saturation
bounds® m) is an £, signal then the difference between
7, and z; is an L, signal (shortly, dz,,(u) € £, =

(za — 21) € L2).

In the past decade, several papers have been published de-
scribing different selections for the signal v inducing various
levels of stability and performance on the anti-windup closed-
loop system. In particular, the first technique proposed in [42]
corresponded to selecting v = k(x,,,) as a static nonlinear func-
tion of the anti-windup compensator state. In the special case
where the plant was not unstable, this selection was linear and
corresponded to v = Kx,, with K selected based on suitable
passivity properties to ensure stability (note that this selec-
tions had interesting connections with the scheme proposed in
[49]). Later on, in [54], which dealt with exponentially stable
plants, for performance improvement this selection was chosen
as v = Kx,, + L(sat,(y. + v) — y.), thus introducing a non-
linear algebraic loop in the scheme, and determining L so that
this loop was well posed (this improved selection has interest-
ing connections with the work in [23]). Nonlinear selections of
the signal v within the MRAW framework were also proposed
later. In particular, in [4], v was a sampled data signal chosen as
a piecewise affine function of the state x,,, by relying on explicit
solutions to the discrete-time Receding Horizon Control (RHC)
strategy. In [39] and [15], a nonlinear function also involving
measurements of some plant states was used to obtain large op-
erating regions in the presence of exponentially unstable modes
in the plant dynamics. Finally, in [55], a hysteresis switching
approach was proposed to enforce improved transients when
the plant is exponentially stable. This follow-up approaches are
those of [12, 13, 11], partly reorganized and presented in this
paper.

The following lemma shows that the stability properties of
the anti-windup closed-loop are equivalent to the stability prop-
erties of a simpler, input saturated system.

Lemma 4. Given m as in (47), if the system

Xaw = AXg, + Bsat,,(v) 49)
with the (nonlinear and implicit) selection
V= f(Xaw, saty(v)), (50)

is well posed, has a globally Lipschitz right hand side and is
globally (respectively, regionally) asymptotically stable, then

5 As shown in [42], it is necessary to consider such a restriction to correctly
characterize the marginally stable/unstable case.



the anti-windup closed-loop system (46), (42), (43), (48) is
well-posed and globally (respectively, regionally) asymptoti-
cally stable.

Proof.  The proof is similar to the proofs in [42] and
[54], and is based on the fact that rewriting the anti-windup
closed-loop system dynamics (46), (42), (43), (48) in the
coordinates (x — Xy, Xc, Xaw), @ cascade structure is revealed
where a first subsystem (with state (x— x,,,, x.)) reproducing the
linear unconstrained closed-loop system drives the anti-windup
compensator dynamics (46), (50), via the controller output y,.
This second subsystem (which may be nonlinear due to the
nonlinear nature of v; in (50)) can be written as in (49) with a
disturbance signal whose norm can be bounded by a constant
times ||dz,,(yg)|| (see [42] for details). Global (respectively,
regional) stability of the cascaded system then follows from the
forward completeness of each subsystem which, in turns, de-
rives from the global Lipschitz property of the right hand side. ¢

Corollary 1. Selecting the auxiliary input v as the solution of
one of the algebraic loops

v = KyXaqw + Lysat,,(v),

V= Ks(q(-xaw))xaw + Ls(q(xaw))satm(v)

with gains assigned either by the hysteresis switching scheme as
in (22)-(23) or by the scheduled scheme as in (31)-(32)-(33), the
anti-windup closed-loop system (46), (42), (43), (48) is guar-
anteed to be well-posed and regionally asymptotically stable.
Moreover, if the open-loop plant is exponentially stable, then
the anti-windup closed-loop system is globally asymptotically
stable.

Remark 5. The performance improvement guaranteed by the
proposed design of v in Corollary 1 corresponds to establish-
ing suitable increasingly fast convergence rates of x,,, to zero,
that can be established because the results of Theorems 1 and 2
carry over to the anti-windup dynamics. Following the deriva-
tions in [42] and the later work [54], it is possible indeed to
relate the anti-windup state x,,, to the mismatch x — x; between
the actual plant response and the “unconstrained” response that
would have been experienced in the absence of saturation (the
information about this unconstrained response is actually stored
in the anti-windup dynamics (46)). While it is beyond the scope
of this paper to precisely characterize such a performance im-
provement, it is worth mentioning that proceeding in similar
ways to [42, 54, 55] (see also [57, Part 3]) it is possible to relate
the estimate of the domain of attraction provided by Theorems 1
and 2 to the energy spent by the unconstrained input u; outside
the restricted saturation bounds (i.e., the £, norm of u;—sat(u;)).
This characterization is beyond the scope of this paper, which
instead is mainly focused on the design of the stabilizer v and
its qualitative properties. o
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6. Examples

6.1. Mass-spring-damper system

We consider the same exponentially stable example used in
[12], i.e. a mass-spring system whose equations of motion are

|1 0 + 0 ()
S T v R V]
y=z=[1 Olx
where x = (&, £) are the position and speed of the body of
mass m = 1, and the elastic and damping coefficients are

k = 1and f = 0.005. The a priori given unconstrained con-
troller in [54] is y. = Cpp($)(Crr($)r — uc) with Crp(s) = ZYST

Cp, = 500 22;:;(); We follow the strategy suggested in Re-
mark 2, we fix 4; 1.2670 and then select the linear feed-
back radius = 0.01. Setting the shrinking factor 5 = 0.6, a
family of N = 11 nested ellipsoids has been generated using
Algorithm 1, with associated exponential convergence rates A;
ranging from A; = 1.2670 to Ay = 13.6663. The construction
of ellipsoids has been performed in Matlab using the solver
SeDuMi, and the total elapsed time of computation was 17 sec-
onds. Switched and scheduled anti-windup compensators have
been implemented as illustrated in Corollary 1. For the sched-
uled solution, the value £ = 60 has been used. As a comparison,
an £, anti-windup compensator has also been considered using
the gains K, L; given by the algorithm. Figure 5 reports the
arising responses. The switched and the scheduled construc-
tions significantly outperform the linear anti-windup scheme.
Moreover, from the middle plot it can be appreciated that the
scheduled strategy reduces the unpleasant discontinuities at the
plant input which characterize the switching technique. The
lower plot compares the switching signal to the scheduling sig-
nal.

6.2. TAFA system

The example of an exponentially unstable system is also con-
sidered to further validate the proposed constructions. The
linearized model of the short period longitudinal dynamics of
TAFA (Tailless Advanced Fighter Aircraft) [3] is given by

X = Ax + Bsat,, (u),

y=z, z=[0 I]x,
where
09 10 0
A‘[5.9375 —2.1}’ B‘[s}'

The state x = (@, 6) coincides with the measured output, and the
saturation level is m, = 0.35 rad. For a given reference signal
r € R, the unconstrained controller is assigned by

Ye = Crp(s)(Crr(s)r — 6) + Kix,
with Cff(s) = _}gii%’ th(s) _ 1.583::1’ K, = _%[59375 B 21]
Such controller is designed with the aim of achieving the pre-
scribed specification 24 = _Lds+l

— 2

s2+1.5s+1"

04(s)
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Figure 5: Results for the mass-spring-damper system

Setting S = 0.3, = 0.01 and running Algorithm 1, a family of
N = 5 nested ellipsoids is found. The corresponding exponen-
tial convergence rates are reported in Table 1. The construction
of ellipsoids has been performed in Matlab using the solver Se-
DuMi, and the total elapsed time of computation was 8 seconds.

Table 1: Exponential rates from Algorithm 1

1 2 3
0.3447 | 3.3173 | 4.6630

4 5
6.7759 | 10.1065

~.

The results obtained with switched, scheduled and linear
anti-windup compensators are reported in Figure 6. For the
scheduled solution, the value ¢ = 40 has been used. It can be
seen from the upper plot that both the switched and the sched-
uled scheme are characterized by improved performances with
respect to the standard £, anti-windup, while the response of
the saturated plant without compensation is divergent due to
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exponential instability. Middle and lower plots illustrate the
behavior of control inputs and switching/scheduling signals, re-
spectively.

0.5
W 0
B =—Unconstrained
= -0.5 —Switched AW 1
‘g‘_ == Scheduled AW
S -1t |=Linear AW e
© ===Saturated \.,’
-1.5F -~ Reference AN
k|
0 2 6 10 12
Time [s]
(a) Output response
0.4 T T T
=Unconstrained
0.2 —Switched AW |
== Scheduled AW
0 =—Linear AW
=1 ===Saturated
2
<£-0.2r
—0.4F

6 12
Time [s]

(b) Control input

n

N

N

Active controller
W

o
N

Time [s]

(c) Switching/Scheduling signal

Figure 6: Results for the TAFA system

7. Conclusions

We addressed model recovery anti-windup design with ex-
treme performance induced by switching or scheduling anti-
windup gains. The variations of the anti-windup gains was in-
duced by a synthesis of a finite number of nested ellipsoidal
sets, each of them associated to a pair of gains, and charac-
terizing a suitable trade-off between exponential convergence
rate and size of the ellipsoid. The switched solution is based
on hybrid formalism involving a logic variable indicating what
set of gain is active at each time, while the scheduled solution is
based on a Lipschitz continuous scheduling among the finite set
of available gains. Both approaches have been shown to lead to
desirable closed-loop properties when combined with the anti-
windup architecture, and the comparative effectiveness of the
control solution has been shown on a few simulation studies.



Appendix A. Proof of Lemma 1

The proof is adapted from [54, Prop. 1]. Let us proceed by
contradiction and suppose that A € O, exists such that / — SA
is singular, e.g.

(I-SA)z=0 (A1)

for some z # 0. Define 7 := (I-S)Az; we claim that, since z # 0
and (I — ) is invertible, one has necessarily z # 0. Moreover,
the following identity holds

Z2=Az-SAz=z+(A-Dz-SAz=(A-Dz+{T-SA)z = A,
with A = A — I. Identity (A.1) yields zW(I — SA)z = 0, or
equivalently

-T 1 _r IR T\—1c¢T =

z Wz—Ez WS -S) Z_EZ I-S")"'s"wz=0.

Observing that both W and A€ are diagonal, and that the entries
of A® are 67 € [—1,0] for any k, one has

1y
W= sz <

nlA
- YO0 = Wz
k=1 k=1

and hence
1 1
-ZTwz - EZTWS (I-8)"z- EZT(I -ST1sTwz > 0.

However, as long as 7 # 0, this contradicts the assumption 2W +
WSU-S)'+U-ST)1sTW > 0.

Appendix B. Proof of Lemma 3

Set H(x,q) := x" Q7 '(g)x and observe that, by definition
(30a), the mapping H(x, q) : R" xR — R is smooth everywhere
except for integer values of ¢. In particular, the derivative %{j"])
exists almost everywhere and verifies

d
0L o g
q

O POy — Q10 (@)x > 0

0H(x,q)
dq

almost everywhere in &; \ Ey X [1, N], because by construction
Q4 > Qg forany 1 < g1 < g2 < N (see inequality (16c)).
Then, by the nonsmooth implicit function theorem [5, Section
7.1], the equation H(x,q) = 1 defines a unique bounded and
globally Lipschitz function ¢*(x) in &, \ Ey, whose gradient
exists almost everywhere and satisfies the identity

_ (aH(x, q*(x))) /(aH(x, q*(x)))

V *
q"(x) o 34

_ 22707 (g" ()
xT O (g* () Q1gv)) — Qrgren1Q 71 (g* (x))x
Finally one can observe that, for any integer g € {1,..., N} and

x € 0&,, the identity ¢*(x) = g must hold thanks to uniqueness
of the inverse function.
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