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Stability analysis of dissipative systems
subject to nonlinear damping via Lyapunov
techniques?

Swann Marx!, Yacine Chitour? and Christophe Prieur?

August 13, 2018

Abstract

In this article, we provide a general strategy based on Lyapunov functionals to anal-
yse global asymptotic stability of linear infinite-dimensional systems subject to nonlin-
ear dampings under the assumption that the origin of the system is globally asymp-
totically stable with a linear damping. To do so, we first characterize, in terms of Lya-
punov functionals, several types of asymptotic stability for linear infinite-dimensional
systems, namely the exponential and the polynomial stability. Then, we derive a Lya-
punov functional for the nonlinear system, which is the sum of a Lyapunov functional
coming from the linear system and another term with compensates the nonlinearity.
Our results are then applied to the linearized Korteweg-de Vries equation and the 1D
wave equation.

1 Introduction

This paper is concerned with the asymptotic behavior analysis of infinite-dimensional
systems subject to a nonlinear damping. These systems are composed by abstract
operators generating a strongly continuous semigroup of contractions and a bounded
operator representing the control operator (see e.g., [34] or [26] for the introduction
of linear and nonlinear operators generating semigroups, respectively). These systems
might be for instance a hyperbolic PDE, or a parabolic one or even the linearized
Korteweg-de Vries equations. Assuming that a linear damping renders the origin of
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these systems globally asymptotically stable, we propose a general strategy to analyze
the asymptotic behavior of these systems when modifying the linear damping with
a nonlinearity. In contrast with the existing litterature, which uses either integral
inequalities(see e.g. [1I, [2], [3], [21]) or a frequential approach (cf. [I5], [9]) or even a
compactness uniqueness strategy ([35], [28], [23]), we propose here to design Lyapunov
functionals to characterize our results, extending to the infinite-dimensional setting a
strategy first deviced in [19] for finite-dimensional systems.

Lyapunov functionnals for infinite-dimensional linear systems In the
case where the origin of the linear system is globally exponentially stable, there exists a
direct way to construct the Lyapunov functional. It relies mainly on the result provided
in [12]. However, it is known that an equilibrium point for an infinite-dimensional
system that is globally asymptotically stable is not necessarily exponentially stable.
In some cases, this point is only polynomially stable, i.e., trajectories of the system
converge with a decay rate expressed as ﬁ, where v is a positive constant.

Most of the existing litterature analyzes this asymptotic behavior with some integral
inequalities [29], [2] or with a frequential approach [20]. In constrast with these papers,
we propose here to construct a Lyapunov functional in the case of polynomial stability.
At the best of our knowledge, such a result is new. Note moreover that it is crucial
in our approach, since this functional will be used in the case where the damping is

modified with a nonlinearity.

Nonlinear damping for infinite-dimensional systems There exist many
works dealing with nonlinear damping for infinite-dimensional systems. Some of them
tackle specific PDEs as for instance hyperbolic ones (see e.g., [14], [2I] or [3]) and
others propose a general framework using abstract operators (see [32], [30], [18] and [§]
for a specific case of nonlinear damping, namely the saturation). These papers, which
deal with abstract operators, usually assume that the space where the damping takes
value, namely S, is the same as the control space, namely U. However, in practice,
this is not the case.

In constrast with existing works for abstract control systems, we aim here at giving
a general definition of nonlinear dampings when the nonlinear damping space S is not
necessarily equal to the control space U. With such a formalism, we are able to make a
link between the litterature on abstract operators and the one on hyperbolic systems.
At the best of our knowledge, this formalism has been introduced first in [25] in the
case where the nonlinear damping is a saturation.

In many works, specific PDEs subject to a nonlinear damping have been studied.
In [18], the origin of a wave equation subject to a nonlinear damping, either distributed
or located at the boundary, has been proved to be globally asymptotically stable, in
the case S = U. In [27], a similar result has been stated, but in the case where S # U.
In [I0], the global asymptotic stability of a PDE coupled to an ODE with a saturated
feedback law at the boundary has been tackled. There exist also some papers dealing
with local asymptotic stability (see [I7] or [16]). Note that both situations (S = U
and S # U) have been tackled for the specific nonlinear partial differential equation
Korteweg-de Vries equation in [23], in the case where the damping is a saturation.



Contribution In this paper, we study two cases: either the origin of the infinite-
dimensional system with a linear damping is globally exponentially stable or it is
globally polynomially stable. In both cases, we derive a Lyapunov functional which
allows us to prove and even characterize the decay rate of the trajectories.

In the first case (i.e., the origin of the linear system is globally exponentially), we
derive a strict and global Lyapunov function if S = U. By global, we mean that the
Lyapunov function does not depend on the initial condition, neither the decay rate.
However, if S # U, we are not able to obtain such a result, but we prove that the
origin of the system is semi-globally exponentially stable, meaning in particular that
the decay rate of the trajectories depends on the initial condition.

In the second case (i.e., the origin of the linear system is globally polynomially
stable), only in the case where S = U, we prove that the origin of the system is semi-
globally polynomially stable. As in the exponential case, this means that the decay
rate of the trajectories depends on the initial condition.

Outline Section |2 provides some necessary and sufficient conditions in terms of
Lyapunov functionals for infinite-dimensional systems. In particular, we provide a new
Lyapunov functional in the case where the origin is globally polynomially stable. In
Section [3] nonlinear dampings for infinite-dimensional systems are introduced and our
main results are stated. Their proofs are then given in Section 4] These results are
illustrated in Section [5| on some examples, namely the linearized Korteweg-de Vries
equation and the 1D wave equation. Section [0] collects some concluding remarks and
further research lines to be investigated. Appendix [f] tackles the specific case of finite-
dimensional systems and provides also a decay rate characterization, that applies also
for the case S = U and the linear damping stabilizes exponentially the system.

Acknowledgements: The authors want to warmly thank Fatiha Alabau-Boussouira
and Enrique Zuazua for all the encouraging and interesting discussions and for having
pointed out a large number of crucial references. We would like to thank also Nicolas
Burq for the interest in the present work.

2 Lyapunov criteria for linear infinite-dimensional
systems

Let H be a real Hilbert space equipped with the scalar product (-, -)g. Let A: D(A) C
H — H be a (possibly unbounded) linear operator whose domain D(A) is dense in H.
We suppose that A generates a strongly continuous semigroup of contractions denoted
by (e4);>0. We use A* to denote the adjoint operator of A.

In this section, we consider the linear system given by

d
pr Az, (1)
2(0) = 2o.

Since A generates a strongly continuous semigroup of contractions, there exist both



strong and weak solutions to . Moreover, the origin of is Lyapunov stableﬂ in
H. Indeed, the property of contraction satisfied by (etA)tZO implies that

e 2ol < 120 - (2)
The origin is attractive in H if, for every zg € H, one has

lim

Jim et z0]ln =0, (3)

and this property is also referred as strong stability (see e.g., [3, Section 1.3]). This
section aims at characterizing the decay rate of the trajectory when assuming that the
origin is attractive. We first consider global exponential stability:

Definition 1 (Global exponential stability). The origin of 1s said to be globally
exponentially stable if there exist two positive constants C' and a such that, for any
zo € H,

e 20l < Ce™||z0]lm,  VE>0. (4)

Remark 1. If the origin is of 1s globally exponentially stable in H, then, provided
that the initial condition zo is in D(A), the origin is also globally exponentially stable
in D(A). Indeed, since A generates a strongly continuous semigroup of contractions,
then, for any initial condition zy € D(A), AetAzy € H, for all t > 0. Since holds,
this means in particular that

HetAAZoHH S Ce_atHAonH, Vit Z 0.

Note moreover that €A = Ae'? (see e.g., [34. Proposition 2.1.5]) and | - || pcay =
| <z + [|A- ||zr. Therefore,

e 20 peay < Ce |20l pray, ¥t = 0.

Another characterization of attractivity is the polynomial stability. There exists
several possible definitions referring to polynomial stability in the litterature, cf. the
nice survey [3]. In any case, this is a weaker notion of attractivity than exponential
stability, because the initial condition usually belongs to a more regular space defined
as follows:

DA ={zeH|AzeH, i=1,...,0}, (5)

where 6 is a positive integer. We suppose with no further mention in the remaining
sections of the paper that, every time polynomial stability is at stake, then A? is
well-defined and D(A?) is dense in H for some positive integer 6.

This space is endowed with the following norm

0
- llpasy = Y IA” - || (6)
i=0

By A‘z, we mean that A is applied i times to z. We define A = I so that we retrieve
the classical definition of the graph norm of the operator A. This definition is borrowed
from [34], just above Proposition 2.2.12.

'The origin of is said to be Lyapunov stable in H if, for any positive ¢, there exists a positive constant
¢ = €(d) such that
2ol < &= [le" 20l < 6.



Definition 2 (Global polynomial stability). Given 6 a positive integer, the origin of
is said to be polynomially stable if there exist two positive constants C and ~y := ~y(0)
such that, for any initial condition zy € D(AY),

ezl < leollpasy, Ve 0. (7)

C
(1+1¢)

In recent decades, Lyapunov functions have been instrumental to characterize sta-
bility for either finite-dimensional or infinite-dimensional systems. The main result of
[12] is stated in the following proposition.

Proposition 1 (Exponential stability [12]). The origin of is said to be globally
exponentially stable if and only if there exist a self-adjoint, positive definite and coercive
operator P € L(H) and a positive constant C' such that

(Az,Pz)g + (Pz,Az)g < —C’Hszq, Vz e D(A). (8)

One can choose P in the latter equation in the form
o0 *
P= / e esMds 4 alpy, (9)
0

with a > 0. Note that this operator defines also a bounded operator of D(A).

Note that an operator P satisfying has also been considered in the context of
the asymptotic stability analysis of linear switched systems in [13].

We next turn to a similar characterization of polynomial stability, i.e., in terms
of a Lyapunov function. To the best of our knowledge, polynomial stability seems to
have first been considered in [29] and [I]. Later on, it has been studied with spectrum
analysis in [20]. We propose a Lyapunov characterization of such a stability with the
following proposition.

Proposition 2 (#-global polynomial stability). Given 0 a positive integer, the origin
of 1s said to be globally polynomially stable with v > % if and only if there exist
a self-adjoint, positive-definite and coercive operator Py : D(A%) — D(A%) — and two
positive constants C' and Cy such that

(Az, Ppzypr + (Pyz, Az)pp < —C’Hz”fq, Vz € D(A), (10)

and
G
(1+1¢)2r-1

One can choose Py in the latter equation in the form

(ez, Ppe!z) < HZH2D(A9), vz e DA%, t>o. (11)
oo
Pg = / (BSA)*GSAdS + OZID(AQ), (12)
0
with a > 0.
Proof of Proposition The proof is divided into two parts: the first part handles

the necessary condition of item (ii) (i.e., the = part), while the second part focuses on
the sufficient condition (i.e, the < part).



(=): We assume that the origin of is polynomially stable. This part of the
proof is inspired by [12].
Since the origin of () is #-globally polynomially stable, then, for all z € D(A?) and
every T > 0,

[ et < [ Gl ands < Ol [ s
. € Z||gas = o (1+5)2771 z D(A®) S = z D(A?) 0 (1+S)2,},71
C
§27_1|’ZH§)(A9)'

(13)

This implies that [;*[|e**2||3,ds is convergent and strictly positive as long as z is
different from 0. Moreover, for every ¢t > 0, the operator

Q) = [ (yetas (14)

satisfies the following properties, for all 21, zo in D(A?):
(i) the function t — (Qp(t)z1, 22) is well-defined;
(13) if t1 < to, then 0 < (Qq(t1)z,2)u < (Qo(t2)z, 2) m;
(131) (Qo(t)z1,22) g = (21, Qp(t)22) . We only provide an argument for itemm () since
the two others are straigthforward. One has
2

t
Q1) 21, 22 = / (€421, e 2y) rds
0

t 2
< ( / uesAzluHuesAzZHHds)
0
t t
< ( / HeSAzlll?qu> ( / \e”‘zzll?qu>
0 0
< ( / HesAzlu%qu) ( / HeSA@II%{ds) .
0 0

Therefore, by the principle of uniform boundedness, it follows that

sup [|Qo(t)[| £(p(a0y,m) < +o0. (15)
0<t<oo

Then, using items (i7) and (i), it follows that there exists a self-adjoint and positive-
definite operator Qg : D(A?) — H such that, for each z € D(A%)

i [1Qo(t)z — Quzll = 0. (16)
Define the function V' : D(A) — Ry by
V(2) = (Qo2, 2)n = / e 2|3 ds. (17)
0
Clearly, one has, for every t > 0, that

V(e"z) = (Qoe'z, e 2) =/ e+ 2| 3 ds
0

o0 C?|2|17
sA 12 D(A)
= d < .
/t e #llmds < (27(0) = 1)(1 + )2 O~

7

(18)




Since z € D(A?), the derivative of V with respect to t exists and is given by

%V(emz) =2(QpAetz e 2)

T

=2 hIE (Ae(tt)4, t+9)A2) bds
T—=+00 Jq
. Td o ge)A 2

:TEIJFHOO ) %He 2| rds

A
= — |l

In addition, since the origin is polynomially stable, the following holds

V(ez) =(Qoe' 2, e 2)n :/o e+ Fd

x )2l s
et < g e

If one sets Py as
Pg = QQ + OéID(Ae), (19)

with o > 0, one gets a self-adjoint, positive-definite and coercive operator. Note that,
for every z € D(A?), one has

(Ppz, 2y = V(2) + o z[|%.

Hence, is satisfied as well as since %Hz”% < 0. This concludes the proof of
the first part.

(«<): We assume that there exists Py : D(AY) — D(A%) such that and
hold. For z € D(A%), set V(z) = (P2, 2)y. Using (10)), the derivative of V along the
the dynamics yields

Lv(e2) < el (20)

Using , one has
lim V(e2) =0, Vze D(AY). (21)

t——+o0

Then, integrating the latter equation between any non negative time ¢ and oo, one has
[e.e]
Vietz) > C’/ |54 2% ds. (22)
t

Recalling that H-norm of (etA)tZO is non increasing, the following holds
le 42l < lle 1, Vs € [t/2,1], (23)

for t > 0. Integrating the latter inequality between % and ¢ yields
byotA 2 CsAp2
sletaly < [ le (21)
2
Noticing that 1+t < 2t, for ¢ > 1, then the following holds

t o] 4
1+ t)||etz]|% <4 e*Az||3ds < 4 I g
H . H . H C
t t

2

8



where we have used . Using , we obtain

Cy 1

A
le 213 < 4@@”»2”%(,49)7

(26)
which concludes the proof of the polynomial stability of and that of Proposition
O

3 Linear infinite-dimensional systems subject to
a nonlinear damping

In this section, we discuss the notion of nonlinear damping function and state our main
results, that is, roughly speaking, the following: when modifying a stabilizing linear
feedback law with a nonlinear damping function, we characterize the asymptotic decays
of corresponding trajectories.

3.1 Linear control system with collocated feedback law

Let H and U be real Hilbert spaces equipped with the scalar product (-,-) g and (-, )y,
respectively. Let A : D(A) C H — H be a (possibly unbounded) linear operator
whose domain D(A) is dense in H. We suppose moreover that A generates a strongly
semigroup of contractions denoted by (e!4);>9. We denote by A* its adjoint. Finally,
let B be a bounded operator from U to H (i.e., B € L(U, H)) and let us denote by B*
its adjoint.

We consider the infinite-dimensional linear control system given by

d

—z=A B

dtz z + Dbu, (27)
2(0) = 2o,

where u denotes the control. In addition, we will choose the following collocated
feedback law
u=—kB*z, (28)

where k is a positive constant.
The corresponding closed-loop system is then written as follows

d ~
P (A—kBB*)z := Az,

Z(O) = Z20.

(29)

Since B is a bounded operator, the domain of A coincides with D(A). Moreover, it is
easy to see that A generates a strongly continuous semigroup of contractions.

The asymptotic stability of the origin of has to be precised. We then assume
that the origin of is either globally exponentially stable or globally polynomially
stable. Both hypotheses are collected just below.

Hypothesis 1 (Exponential stability). Assume that the origin of s globally ex-
ponentially stable.



Example 1. Let us consider the following linear wave equation

2w =Dz —a(x)z, (t,z) € Ry xQ,
z(t,x) =0, (t,x) e Ry xT, (30)
2(0,2) = zo(x), 2(0,2) = z1(x),

where Q@ C R™ (n > 1) is a bounded connected domain with a smooth boundary I' := 0S).
The damping localization function a(-) is smooth, nonnegative and there exists a positive
constant ag such that a(z) > ag on a non empty open subset w of Q. In other words,
the open subset w is actually the set where the control acts. The feedback control is
said to be globally distributed if w = Q and locally distributed if Q \ w has a positive
Lebesgue measure.

Equation can be rewritten as an abstract control system (29) setting H :=
HE(Q) x L3(Q), U = L*(Q) and

A:D(A)CH—H

(31)
[21 ZQ]T — [2’2 Azl] R
B:U — H, (32)
32
u— [0 a(:n)u]T,
where
D(A) = (H*(Q) N Hy(0,1)) x Hg(%).
The adjoint operators of A and B are, respectively
A*:D(A)CH—H
T T (33)
[21 2] — —Alzn 2]
and
B*:H — U,
(34)

-

[zl 22] =y a(r)zs.

A straightforward computation, combined with some integrations by parts, shows that
(Az, 2y + (2, Az)g <0, Vze D(A).

Hence, applying Limer-Phillips’s theorem, it follows that A generates a strongly con-
tinuous semigroup of contractions. Moreover, using [35, Theorem 2.1.], 1s globally
exponentially stable provided that w is a neighbourhood of I'. In particular, using Propo-
sition |1}, there exists a Lyapunov operator P € L(H) such that a Lyapunov inequality
holds. Therefore, Hypothesis holds for .

Hypothesis 2 (Polynomial stability). Assume that the origin of is 1-globally
polynomaially stable with v > %

Example 2. Consider again on the wave equation . Suppose that the condition
such that the exponential is not satisfied. Assume moreover that Q) is a torus (i.e., the
boundary conditions are uniformly equal). Then, under some reqularity assumptions
on the damping function a, that are collected in [§, Theorem 2.6], the trajectory is
1-globally polynomially stable, with v > %

10



3.2 Nonlinear damping functions

As it has been noticed at the beginning of the section, we want to study the asymptotic
behavior of the origin of with modified by a nonlinearity, namely the nonlinear
damping function. We provide next the definition of the nonlinear damping function.

Definition 3 (Nonlinear damping functions on S). Let S be a real Banach space
equipped with the norm || - ||s. Assume moreover that (U, S) is a rigged Hilbert spaccﬂ
i.e., S is a dense subspace of U and that the following inclusions hold

Scucys. (35)

In particular, the duality pairing between S and S’ is compatible with the inner product
on U, in the sense that

(u,v)SXS/ = <U,U>U, YueScU, YwoeU=Uc9. (36)

A function o : U — S is said to be a nonlinear damping function on U if there exists
positive constants C1 and Cy such that the following properties hold true.

1. The function o is locally Lipschitz.

2. The function o is mazimal monotone, that is: for all s1,so € U, o satisfies
(o(s1) —o(s2), 81 — s2)v = 0. (37)
3. For any s € U, one has
lo(s) = Cislls: < Cah(llslls){o(s), s)u (38)

where h : R — Ry is a continuous and non decreasing function satisfying h(0) >
0.

Example 3 (Some examples of nonlinear damping functions). We provide two sets of
examples depending on the fact that S = U or not.

1. Suppose that S := U. The saturation studied in [32], [18] and [23] is defined as
follows, for all s € U,

S .
50 if [lsll = so,

saty(s) == ¢ lIsllo (39)
s if sl < so

where the positive constant sg is called the saturation level. This operator clearly
satisfies Item 1. of Definition[3. The fact that this operator is globally Lipschitz
is proven in [32]. Moreover, one verifies easily that this operator satisfies Item 3.
of Definition @ In [30], this operator is proved to be m-dissipative, which implies
that it is maximal monotone.

2. Suppose that S = L>(0,1) and U = L?(0,1). In this case, S’ is the space
of finitely additive measureéﬂ. It contains the space L', and S’ is continuously

2We refer the interested reader to [?] for more details on rigged Hilbert spaces

3Let ¥ be an algebra of sets of a given set Q. A function A : ¥ — R is said to be a finitely additive
signed measure if: (i) A(0) = 0; (ii) given K7, Ky € %, disjoint subsets, A\(K; U K2) = A\(K7) + A(K2). The
corresponding space, which is a Banach space, is endowed with the norm of total variation.

11



embedded in L'(0,1) via the operator u — fol udx (see [0, Remark 7, Page 102]).
Therefore, it is clear that (U, S) is a rigged Hilbert space. Moreover, one can write
via the latter embedding that

(u,v)5x5" = (Uvu)Ll(O,l)xLoo(O,l) = (u, U>L2(0,1)- (40)

For this case, we give two examples: the first one is a saturation, while the second
one is borrowed from [21)].

(i) (L*°-saturation) Standard saturation functions can be defined as follows:

L*(0,1) — L*(0,1), 1)

S — 5atLoo(0’1) (S),
where satre(o1)(s)(-) = sat(s(-)), where sat : R — R is a non decreas-
ing, locally Lipschitz function verifying, for some positive constant C, that
|sat(s) — Cs| < ssat(s) for every s € R. For instance, arctan, tanh and the
standard saturation functions og(s) = m are saturation functions. In
all these cases, the function h appearing in (38)) can be taken equal to one.
Note moreover that the saturations are uniformly bounded.

(ii) We have also the following nonlinear damping function, also called weak
damping, and borrowed from [21, Theorem 2.]

o(s) <c|s|t,¥s e R

with ¢ > 0 and g < 1 and such that o(0) = 0 and o’(0) > 0. In this case, we
have h(|s|) = |s|97 1.

Consider now the following nonlinear dynamics

d

2 Ao’ )
dt” (2) (42)
2(0) = 2o,
where the nonlinear operator A, is defined as follows
A, :D(A,)CH — H
(43)

2+ Az = VkBo(VEB*z2).

with D(A,) the domain of A,. Since B is bounded, one clearly has that D(A,) = D(A).
For the latter system, there exist many results related to its well-posedness and the
asymptotic stability of its origin. The following theorem collects some of them.

Theorem 1 (Well-posedness and global asymptotic stability). (i) Suppose that o is
a nonlinear damping. Therefore, there exist a unique strong solution to for
every initial condition zg € D(A). Moreover, the following functions

t= [Wo(H)zollm, t = [[AeWo (t)20] (44)

are monincreasing.

12



(ii) Supposing that all the assumptions of the latter item hold and assuming more-
over that D(A) is compactly embedded in H, then the origin of s globally
asymptotically stable, i.e., for every zop € D(A),

Jim ([ (#)z20]17 = 0. (45)
The proof of the first item is provided in [3I, Lemma 2.1, Part IV, page 165].
The second item has been proved in the specific case of hyperbolic systems in [11]
(differentiable nonlinear damping) and [14] (non differentiable nonlinear damping).
The proof of this item relies on the use of the LaSalle’s Invariance Principle. For the
well-posedness and the global asymptotic stability of the closed-loop system in
the case where o is a saturation, we refer the interested reader to [30], [32] or more
recently to [22].

Remark 2. In some cases, it is not immediate to check whether D(A) is compactly
embedded in H. For instance, we know that this holds for hyperbolic systems [T]|] or
the linearized Korteweg-de Vries equation [22]. Note that the global asymptotic stability
does not give any information on the decay rate of the trajectory of the systems. Here,
we do not aim at just proving that the origin of s globally asymptotically stable,
but rather at characterizing the decay rate of trajectories.

3.3 Global asymptotic stability results

The remaining parts of the paper aim at characterizing precisely the stability properties
of the origin of . Before stating our main results, let us provide some stability
definitions.

Definition 4 (Semi-global exponential stability). The origin of 18 said to be semi-
globally exponentially stable in D(A) if, for any positive r and any initial condition
satisfying |20l pay < 7, there exist two positive constants pi := pu(r) and K = K(r)
such that

[Wo ()20l < Ke™"||z0]lmr, ¥t = 0. (46)

This definition is inspired by [23], which focuses on a particular nonlinear damping
function, namely the saturation. It is well known that a linear finite-dimensional system
subject to a saturated controller cannot be globally exponentially stabilized (see [33]).
The semi-global exponential stability written just below can be thought as a global
exponential stability that is not uniform with respect to the initial condition (i.e., the
constant C' and u depend on the bound of the initial condition). Note also that [21],
Theorem 2] corresponds exactly to a semi-global exponential stability result.

A similar definition can be stated for the case of the polynomial stability.

Definition 5 (Semi-global polynomial stability). The origin of is said to be semi-
globally polynomially stable in D(A) if there exists a positive constant v and if, for
any positive v and any initial condition satisfying | zo||pay < 7, there exists a positive
constant C := C(r) such that

[Wo(t)20lla < l20llp(ay, ¥t >0. (47)

c
(L+1¢)
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As for the semi-global exponential stability, the semi-global polynomial stability is
a global polynomial stability which is not uniform with respect to the initial condition.

We are now in position to state the main results of our paper. The first one is based
on Hypothesis

Theorem 2 (Semi-global exponential stability). Consider that o in is a nonlinear
damping function satisfying Item 1. and 3. of Definition[3. Assume that Hypothesis|]]
holds. Then, we have the following results

1. If S = U, there exists a strict and global Lyapunov function for .

2. If S # U, assume that o is also mazimal monotone (i.e., o satisfies Item 2. of
Def@ and that the following inequality holds

1B*slls < csllslpay, Vs € D(A). (48)
Hence, the origin of is semi-globally exponentially stable in D(A).
A similar theorem can be stated when assuming that Hypothesis [2] holds.

Theorem 3 (Semi-global polynomial stability). Consider that o in is a nonlinear
damping function satisfying all the items of Definition[3. Assume moreover that S = U
and Hypothesis @ holds. Then, the origin of is semi-globally polynomially stable
with v = %

Remark 3. The conclusion of Item 1. actually holds without the assumption of maxi-
mal monotonicity of the nonlinear damping function o. Moreover, this case is entirely
similar to the finite-dimensional one, cf. Appendiz[6 below.

Remark 4 (On the property ) In general, the property should be weaken,
especially in the case of the wave equation in dimension higher than one. A more
general assumption would be the following: there exists a positive p € N and a positive
constant cg such that

1B%sl|s < csllsll piar)-

However, in that case, applying directly our strategy fails, because it would require
dissipativity of the semigroup in D(AP), which is in general false in dimension higher
than 1 and for p > 2.

Remark 5 (On the polynomial stability result). Theorem @ states a result only for
the case where S = U. Indeed, the case S # U would need a dissipativity property in
D(A?), which is not true in general.

4 Proof of the main theorems

In this section, we provide the proof of Theorem [2] and the proof of Theorem [3] These
proofs are based on a Lyapunov strategy.

14



4.1 Proof of Theorem 2

We split the proof of Theorem [2| into two cases. Firstly, we tackle Item 1. of Theorem
and then Item 2. Indeed, the Lyapunov functions considered in the two cases are
different. In both cases, each argument is itself divided into two steps. First, we find
a strict Lyapunov function and then we prove the asymptotic stability of the origin of
[@2).

Case 1: §=U.

Set A = A — C;BB*, where the positive constant C; is given in and P € L(H)
is defined in . Consider the following candidate Lyapunov function

- l12112

V(z) = (Pz,z)m + M ; VOh(||Bll v,y Vv)dv, (49)

where M is a sufficiently large positive constant to be chosen later and h is the function
defined in Item 3 of Definition This function, inspired by [19], is positive definite
and coercive. Indeed, since h(0) > 0,

2
1211%

2h(0)
3

1%
Voh(1B]l ez /o) do = h(0) /O Vodo =8 s0)

Noticing that there exists v > 0 such that o|z[|* < (Pz, 2)g < ||P|lz(mllz]|?, one has

2 -
allz|* + Mh(0)§HZH?I <V < |Plleanll=l” + M zl5 Bl cwmll2llm)- - (51)
Applying Cauchy-Schwarz’s inequality, one has

%(Pz, 2Vg =(Pz,Az)py + (PAz,2) g (52)
+ (Pz,B(C1B*z — 0(B*2))g + (PB(C1B*z — 0(B*z),2)u

< —C|z|3 + 2(B*Pz,C1B*z — o(B*z))u (53)

< —Cllz|F +2||B*Pz|u||C1B*2 — o (B*2) v,

Using Item 3. of Definition [3| and the fact that B* is bounded in U, it yields

d
(P22 < = Cllzliy + 2001B” | i 1P e | 2| a1 B2l 0) (B2, 0(B*2))

< = Cllally + 202 1B | ooy | Pll ey |2 (| Bll ey 1 2llw) (B2, 0 (B*2)) v
Secondly, using the dissipativity of the operator A, one has

g [l

M- ; V(|| Bl my vv)dv =M||zl| s (| Bll cw,mn |21 1) ((Az, 2) 1

+ (2, 42) = 2(B"z,0(B"2))v)
< = 2M||z||ah(1Bll e, m |zl ) (B*z, 0 (B*2))u

Hence, if one chooses M as

M = Co|| B* |l (a0 1PNl £y (54)
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one obtains, after adding the above two equations, that

d -~
=V (2) < =Cll2lF- (55)
This concludes the proof of Theorem [2|in the case where S = U.

Case 2: S#U.

In this case, we are not able to control the term ||C1B*z — o(B*z)||y in with
Item 3. of Definition To tackle this term, the inequality together with Item
1. of Theorem (1| will be used in order to prove that the origin of is semi-globally
exponentially stable.

Let V(z) be the Lyapunov function candidate defined by

z€ D(A) = V(2) := (Pz,2)g + M||z||%, (56)

where M > 0 will be selected later.
First, using the dissipativity of the operator A, one has

d
@MM% < —2M(B*z,0(B"z))u- (57)

Second, perfoming similar computations than in the case S = U, one obtains

d
%<Pz, Vg < —C||z|% + 2(B*Pz,C1B*z — 0(B*2))y. (58)

It remains now to control the term
2(B*Pz,C1B*z — 0(B*2))u.

We now assume that we have a strong solution for , whose initial condition 2y €
D(A) is such that

Iz0llp(ay < 75 llz0llm <7 (59)

for some positive r. Since (U, S) is a rigged Hilbert space, hence the following holds
(B*Pz,C1B*z — 0(B*2))y = (B*Pz,C1B*z — 0(B*z)) sxs'-

Hence, applying Cauchy-Schwarz’s inequality, one obtains

d * *
£<Pz, 2ypg < —C||z||%4 + 2||B*Pz||s||C1B*z — 0(B*2)|| 5. (60)

Moreover, thanks to , one has
|B*Pz|s < cs|| Pzl pa) (61)

and

ICLB* 2 — 0(B"2) s <Cah(||B*2||5)(B*z,0(B"2))u

<Coh(IB* 112l pay) (B 2, o (B*2))o, (62

where we have used the fact that A is non decreasing and Item 3. of Definition 3] in
the second one.

16



Now, using , the fact that P € L(D(A)) and the dissipativity of the strong
solution, which comes from Item 2. of Theorem [l| and which can be written as follows:

[PWo(t)20llpcay < I1Pllzpcayllzollpiays 1We(t)zollpiay < [l20llpea), (63)

one has

d * * *
PTAGEIRL S —Cllzl7 + 2esh(| B*||r)rCel| Pll c(pay(B*z, 0 (B*2))u.  (64)

Therefore, if one selects M such that

M = csCoh(||B*[|r)r|| Pl £(pay) (65)
it follows d
5V () = —C|zI%- (66)
Note that we have, for all z € H
(Pz,z2)u < ||Plzmllzl a- (67)
Hence, it yields
d -~ C
—V(2) < = g (Pz, 2)u — - 1213
dt 2| Pl e 2 "7IH (68)
where o o
pgr=min (| ——— —— | . 69
Crme (%)
After integration of the above differential inequality, one obtains
V(Wg(t)zo) < e_“tf/(zo), vVt > 0. (70)
Hence,
1Pl ey +M
[Wo (8)z0ll3 < —=——e""|l20[/3- (71)

Since M depends on the bound of the initial condition, the origin of is semi-
globally exponentially stable for any strong solution to (42f). It concludes the proof of
Item 2. of Theorem [21

Remark 6. The Lyapunov functional used in the proof of the case S = U corresponds
to the one used in the finite-dimensional case, treated in Appendiz[6. In particular, one
can characterize the asymptotic behavior of the trajectory in a similar manner than in
Remark by setting Amin(P) := a and K : X € Ry — fOX VOh(|| Bl 2w, myv/v)dv €
Ry. This implies in particular that we do not need the solution to be strong, which is
in contrast with the case where S # U, where the decay rate depends on the bound of
the initial condition in D(A).
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4.2 Proof of Theorem [3

We assume here that S = U and § = 1. Set A = A — C1BB*, P, : D(A) — D(A)
defined in and C is the positive constant defined in Item 2 of Definition
Let us consider the following candidate Lyapunov function

V(2) = (Prz, 2y + M|zl (72)

where M is a positive constant that has to be chosen.
First, using the dissipativity of the operator A, one has

d

M—
dt

1217 =M ({Az, 2) 1 + (2, Az) i + 2(0(B*2), B*2)y) < —2M(0(B*z), B*z)y.
(73)

Secondly, we have

%<Plz, Vi =(PLAS(2), )5 + (Prz, Ag(2)) a1 = (PLAz, 2 + (Pre, Az)n

+2(P\B(C1B*z — 0(B*2),2)g < —C||z||%
+2(C1B*z2 — o(B*z2), B*P, 2)y,

where we have used in the last line the Lyapunov inequality .
Applying Cauchy-Schwarz inequality and Item 3. of Definition [3] one obtains

d

£<P12, Z>H < - CHZ”%{ + 2”013*2 — U(B*Z)HUHB*PleU (74)
< = Cll2llf +2Cah(| B*2||5)(0(B*2), B*2)u || B* Prz||v

It remains to choose a constant M in in order to compensate the term

Coh(||B*=||v) || B* Prz|u, (75)

which appears in the latter inequality.
We consider initial condition zg in D(A) satisfying

20/l pcay <, (76)

for some positive r. Note that, since ¢ is a nonlinear damping, one can apply Item 1.
of Theorem (I} Therefore, for all zg € D(A),

IWo(t)zollz < l[z0llm, [[AWo(8)20llm < [[Azo] & (77)

This latter property together with implies that
[Wo(t)zo0llpay <7 (78)
Finally, using the fact that B* € £L(H,U) and that h is non decreasing, becomes

Coh(B*2[|0) | B* Przllu <Coh(1B™ || coa,on |21 ) B caon | Pr2l

R R (79)
<C2Coh(|| B*|| (e, on 121 ) 1B | 21,0 | 2l ) -
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Then, using and the fact that ||z||g < [|2||p(a), one has
Coh([| B*2||v) |1B* Przllu < CoCoh(||B*|| 2o,y )1 B* | e ooy (80)
Finally, if one selects M such that
M = CoCoh(||B* || £(a,0n ) I B[] 21,00y (81)
the derivative of V along the trajectories of satisfies
V(z) < =C|z||3, Vze D(A). (82)
Note that V satisfies, for all z € D(A)
allzlbay + Mlzlzr < V(z) < Mlzl3 + Collzlba)- (83)
First, integrating between 0 and ¢, one obtains
V(Wy(t)20) — V() < —C /Ot | Wy (5)z20]|%ds. (84)
Since A, is dissipative, one deduces from that, for every t > 0,
C(1L+ )| We()z0l7r < Clizollzr + V(20),
and hence,

1 M+Cy+C
+t C

IWo(t)20ll7r < 5 2017 (85)

This achieves the proof of Theorem

5 Illustrative examples

5.1 Linearized Korteweg-de Vries equation with spatially
localized damping

As a first example, let us focus on the following partial differential equation,

2t(t, @) + 22(t, ) + 2paa(t, @) = —a(z)2(t,x), (t,z) € R>o x [0, L],
2(t,0) = 2(t, L) = z,(t,L) =0, t € R, (86)
2(0,x) = zo(z), =« €][0,L],

where L is a positive constant, w is a nonempty open subset of (0,L) and a(x) is a
smooth bounded nonnegative function satisfying a(x) > ao for all z € w for some
positive constant ag.

This equation can be written in an abstract way as in if one sets H = L?(0, L),
U = L¥(9),

A:D(A) c L*(0,L) — L*(0, L),

/ nmn
2y =z =27,

(87)
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where

D(A):={z € H*0,L) | 2(0) = 2(L) = 2'(L) = 0}, (88)
and
B: L*(w) = L*(Q
(w) (€) (89)
u = a(z)u.
E| The adjoint operators of A and B are, respectively
A*: D(A") C H — H,
( ) / n (90)
2=z + 2z,
with D(A*) := {z € H3(0,L) | 2(0) = 2(L) = 2/(0) = 0}, and
B*: L*(Q) — L*(w
(@ — L) o

z = a(x)z.

A straightforward computation, together with some integrations by parts, shows that
(Az,2)g + (2, Az)g <0, Vz e D(A). (92)

Since A is a closed linear operator and D(A) is dense in H, according to Liimer-
Phillips’ theorem (see e.g., [34, Theorem 3.8.4., Page 103]), it follows that A generates
a strongly continuous semi-group of contractions. Note that, according to [7, Section
4], Hypothesis [1| holds.

In the case where S = U, the result follows easily, since the operator B* does not
any regularity propert as in the case where S # U. Consider now the saturation o
defined in , L.e. 0 =satreo (o). In order to check whether holds, the following
result, obtained in [24], is needed:

Lemma 1 ([24], Lemma 4.). For all z € D(A), there exists a positive constant A such
that
121l 72 0,) < Allzllpay-
Using the above mentionned result together with the fact that the space HE(0, L)

is continuously embedded in L*°(0, L), that is due to Rellich-Kondaroch Theorem [0,
Theorem 9.16, page 285], one obtains that

1zlls < Allzl p(ay-

Since B* is bounded in L, there exists a positive constant c¢p such that ||B*z|g <
cg||z|ls, and then
1B”2]ls < Allzl[p(a)-

Therefore, holds for the linear Korteweg-de Vries equation.
Finally, since all the properties needed to apply Theorem [2| hold, this proves that
the origin of

2e(t, @) + 25(t, ) + 2zza(t, ) = —v/a(x)satpe (\Va(x)z(t,z)), (t,x) € R>o x [0, L],
2(t,0) = 2(t, L) = zx(t, L) =0, t € Rxo,
2(0,2) = zo(z), = €]0,L],
(93)
is semi-globally exponentially stable in D(A).

4We refer to [14] for this definition in the case of hyperbolic system.
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5.2 Wave equation

Consider Example[30]in the case where the damping is modified by a nonlinear damping
function satisfying all the items of Definition [3] Then, the equation reads as follows

zu = Nz — a(x)o(v/a(x)z), (t,x) € Ry xQ,
z(t,x) =0, (t,z)€e Ry xT, (94)
2(0,2) = z0(x), 2(0,2) = 21(z),

As before, the case S = U follows easily. Therefore, assuming that Hypothesis
holds, there exists a strict and global Lyapunov function for and, assuming that
Hypothesis [2| holds, the origin of is semi-globally polynomially stable.

Assume now that S = L*°(£). Note that the inequality given by does not
hold if the dimension of x is higher or equal to 2. Then, assume that Q := [0, 1]. This
implies that

1B*zlls =lla(-)ze(t, )| L= ()
<[la()l[ e @) llze ()l Lo ()

Since H}(2) embedds continuously in L>(£2) due to Rellich-Kondrachov theorem [6)
Theorem 9.16, page 285|, there exists a positive constant Cg such that

(95)

1B*z|ls < Calla()l| Lo @)ll2e(t: )l 2 (0)- (96)
Noticing that
1Cz, 201l D4y = 2l sz @umi ) + 26l 11 () (97)
then
1B*z|ls < Calla() L@l (2, 2¢) [ pa)- (98)

This implies that holds for with cg := Cqlla(-)|| (). Hence, one can apply
Theorem In particular, the origin of is semi-globally exponentially stable in
D(A) for any nonlinear damping function o satisfying all the items of Definition

Remark 7. In [2]], a similar result is provided for damped wave equations in dimen-
sion N < 3. The strategy the authors follow in the paper does not rely on a Lyapunov
functional, but rather on a analysis of the natural energy of the wave equation in order
to obtain an integral inequality. Note that their result are better than ours for the wave
equation because they need an L bound (unifrom in time along a trajectory) only for
z while we (essentially) need a similar bound for z.

6 Conclusion

In this paper, we have characterized the asymptotic behavior of a family of linear
infinite-dimensional systems subject to a nonlinear damping. Assuming that the origin
of the system is globally exponentially stable or globally polynomially stable when the
damping is linear, we have built Lyapunov functionals for the nonlinear system. These
Lyapunov functionals are the sum of two terms: the first one is based on the Lyapunov
operator coming the stabilizability property of the linear system and the second term
is added in order to compensate the nonlinearities.

From this work, there exist many research lines which can be pursued further.
Below, we have listed some of them.
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e Unfortunetaly, our strategy in the case where S # U (ie.,, S = L>(Q)) does
not work for the wave equation with a dimension higher than 2. It might be
interesting to investigate a weaker property than in order to characterize
precisely the asymptotic behavior of the wave equation subject to a nonlinear
damping;

e In some papers (see e.g., [21]), the nonlinear damping function is not assumed to
be maximal monotone (i.e., it does not satisfy Item 2. of Definition [3). We believe
that our general strategy might also work without assuming such a property,
focusing on some particular partial differential equations.

e [t might be also interesting to investigate ISS properties of such linear infinite-
dimensional systems subject to a nonlinear damping. The case where S = U has
been tackled in [25], but the case S # U seems harder to obtain.

e Our strategy might be also adapted for other nonlinearities, such as the dry
damping, which has been studied for instance in [5]. In contrast with the nonlinear
damping introduced in this paper, the dry damping is not smooth (it is described
with a sign function), which makes the well-posedness study of the closed-loop
system not trivial to tackle as well as an asymptotic behavior characterization.

7 Lyapunov functions for linear finite-dimensional
systems subject to a nonlinear damping

7.1 Deriving Lyapunov functions for the finite-dimensional
case

Let us consider the following linear finite-dimensional system

d
p7i Az + Bu, (99)

where z € R", w € R™, and A and B of appropriate dimension. Let us denote by | - |
the Euclidian norm of R” and |B| the induced norm of the matrix B. We use ' to
denote the transpose of a matrix. We suppose that the following properties hold:

(i) the pair (A, B) is controllable;

(ii) A is dissipative, i.e., for every z € R",
2TAz+2TAT2<0.

Then, for every k > 0, the feedback-law v = —kB z stabilizes the origin of , ie.
the matrix A — kBB is Hurwitz. This means in particular that there exists a unique
symmetric positive-definite matrix P € R™*™ such that

(A—kBB") P+ P(A—kBB") = —Ign. (100)
We aim at modifying the feedback control u = —kBB*z with a nonlinear damping

function given by Definition [3| and at building a strict Lyapunov function for the
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corresponding nonlinear system. Note that in this case S = U = R". This Lyapunov
function is based on the following function

X
K: XeRy— / Voh(|Blv/v)dv € R (101)
0
In particular, this function is positive, strictly increasing, vanishes at 0 and tends to
infinity as X tends to infinity.

Theorem 4. Consider a nonlinear damping function only satisfying Items 1. and 3. of
Deﬁnition@ where S =U = R™. Let P be the solution of (100) with k = Cy provided
in . Then, the positive definite function V : R® — R given by

V(z) =2 Pz + Cs|B| |P|K(|z|2), (102)

where Cy is provided in , is a strict Lyapunov function for the following nonlinear
system

d
o= Az - Bo(B'z) := Ags(2), (103)
and, along its trajectories, one has
d -~
—V 2 104
SV () < —Jsf2 (104)

Proof Set A = A — C,BB*, where the positive constant C; is given in and
P is defined in . Consider the following candidate Lyapunov function (z) =
2T Pz + MK (|z|) where M is a sufficiently large positive constant to be chosen later
and h is the function defined in Item 2 of Definition 3| This function, inspired by [19],
is positive definite and coercive. Indeed, since h(0) > 0,

|z|2

|2
[ van(sivode = vo) [ vide =20 (105)

0

Therefore, V > 249 2h | 1> + Amin(P)|2|%, where Apmin(P) is the smallest eigenvalue of P.

It implies in partlcular that the Lyapunov function V' is coercive. Moreover, noticing
that 2" Pz < |P||z|? and that h is increasing, one has therefore

2Mh( )

Amin(P)|2]* + 2> <V < |Pll2|* + M|2*h(| B]|2). (106)

Applying Cauchy-Schwarz’s inequahty, one has

d ~ -
ﬁzTPz =2 ' PAz+ 2"PA" 24 2:"PB(C1B"z — ¢(B" 2)

— |z|2 + 201|BTP2] |BTZ — O'(BTZ)|
< —|2* +2Co|B| |P| |2|n(|B"2])2 " BTo(B " 2),

where we have used in the last inequality Item 3. of Definition [3| Secondly, using the
dissipativity of the matrix A,, one has

d [P
MG [ Voh(BIVO)ds =MIaI(B] |27 ATz + 27 Az - 227 Bo(BT2)
0

< —2M]|z|h(|B| |z])2" Bo(B z).
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Hence, if one chooses M = C3|B| |P|, one obtains, after adding the two above inequal-
ities, the desired inequality (104]). This achieves the proof of Theorem O

Remark 8. Damping functions are usually of the type z — (0i(zi))1<i<m, where o;
is a real valued damping function. If o(z)/z — 0 as |z| tends to infinity, then o is
said to be a weak damping function, for instance Cys/(1 + |s|)F, with C1,k > 0. In
this case, up to a positive constant, the function h can be taken equal to one if k > 1
and to (1 + &F 1 if k > 1. If moreover o(-) admits non zero limits at infinity, then
o is sometimes called a saturation function, for instance arctan(s) or tanh(s) and, in
this case, the function h is equal to a positive constant. The definition of damping
function is (essentially) known for saturation functions (cf. [19], [33]), especially the
key inequality , in which case the admissible function h is simply constant.

Remark 9. The behavior of a damping function at infinity is rather general but the
behavior at zero is linear. In the case of a real valued damping function, the results of
this paper can be easily generalized to the case where

0< liminfM < limsupM < 0. (107)
z2—=0 z z—0 <

The only modification occurs in , where the constant C1 must be replaced by a

positive function C1(-) bounded below and above by two positive constants.

7.2 Asymptotic behavior characterization

We claim that, once a trajectory enters the unit ball, then it converges exponentially
to the origin. Indeed, let t* the time such that:

|[Wo (%) 20| = 1, (108)

where t* = 0 if |z9] < 1. Since (W,(t))t>0 is a strongly continuous semigroup of
contractions, one has

W (t)z0] < [Wy(t)20] <1, t> 1. (109)

Note that, for all ¢ > t*, one has |[W,(t)z0|> < |Wy(t)20|?. Therefore, since h is
increasing, (106]) reduces in the unit ball to

Amin(P)|2[?V (2) < (|P| + Mh(|B|))|2|* (110)
and
%f/(z) <—CyV(z), ¥t > t*,

where Cy 1= W. Then, one gets easily the claim.
Hence, it remains to characterize the behavior of trajectories of (103)) before they
enter the unit ball. The function X — K(X) + Amin(P)X is strictly increasing and
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hence defines a bijection from R to Ry. It has a strictly increasing inverse function,
that we call g. Then, along any trajectory of (103)),

%f/(z) < —g(V(2)). (111)

From here, one can characterize the asymptotic behavior of (103): there exist two
positive constants C3, Cy such that, for |zg| large enough,

|2(t)] < C3+/(g 0 G)(Calzo] —t), ¥Vt e€0,Cs]z0| — 1], (112)
where G is the function defined by
Izl do
G(|z|) ::/ —.
1 9(v)
For instance, if the nonlinear damping function ¢ is given by any saturation function
satisfying , then A is the identity, and we have
|Z(t)’ < C3(C4|Zo‘ — t), Vit € [0, C4|Zo| — 1],

which is a linear decay of the trajectories with large initial conditions. It is actually
optimal since one can prove a converse inequality as follows. Since A is dissipative, one
has that

d d
£|Z|2 = QZTaz = —22"Bo(B'2) > —2C,|B||z|,
where C, is a constant bounding o. Therefore, for all t > 0
d
212l > =2C4|B. (113)
This implies that
|z| > —2C,| Bt — |z0]. (114)

Hence, for a suitable positive constant C5 and Cg depending on Cs, Cy, C, and |B|
and for a sufficiently large initial condition, one therefore has

|z| = C5(Cs20| — ), Vt € [0, Cs20] — 1]. (115)
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