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Abstract 
Automatic speech recognition, often incorrectly called voice recognition, is a 
computer based software technique that analyzes audio signals captured by a 
microphone and translates them into machine interpreted text. Speech 
processing is based on techniques that need local CPU or cloud computing 
with an Internet link. An activation word starts the uplink; “OK google”, 
“Alexa”, … and voice analysis is not usually suitable for autonomous limited 
CPU system (16 bits microcontroller) with low energy. To achieve this reali-
zation, this paper presents specific techniques and details an efficiency voice 
command method compatible with an embedded IOT low-power device. 
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1. Introduction 

Human Machine interface based on speech recognition systems is a reality made 
possible through an Internet link and multi-threaded, multi-pipelined processor 
architecture or open source applications. This paper aims to analyze the devel-
opment of a low cost and low power speech recognition system. The main chal-
lenge in this project is to realize the speech recognition system on embedded 
hardware, using limited resources (computing power, embedded energy) and 
based on a very small microcontroller (16 bits). This is a difficult task taking into 
account that a speech recognition system requires high processing power for the 
audio signal treatment [1] [2]. 

The developed system is able to successfully distinguish and recognize short 
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basic voice commands composed from a few words. Also, the language is used 
for recognition it doesn’t matter, the accuracy and reliability of the system re-
main almost the same in every case. The system is designed to be speaker inde-
pendent, so it is capable in recognizing voice commands spoken by different 
persons. 

The goal of the system is to help people with disabilities in making their lives 
easier, by letting them control different things only with voice commands. As 
well, it can be implemented to simplify the usage of different appliances which 
have too many hardware buttons for a high number of inputs [3] [4]. 

This paper is divided in five main parts. These describe the state of art, then 
the analytical description of the system, followed by the algorithm description, 
and the recognition technique to conclude with results of the recognition. 

2. Overview State of the Art 

Speech recognition appeared in 1950 when the first digit recognition system was 
developed, a fully wired device and very unreliable. By 1960, the introduction of 
numerical methods and computer usage had entirely change research dimen-
sion. 

However, the results were very poor because everyone had largely underesti-
mated the realization difficulty of the whole system, particularly for the conti-
nuous speech type of recognition system [5] [6]. 

Around 1970, the need to use linguistic constraints in automatic speech de-
coding had been regarded as an engineering problem [7]. But in the end of the 
70s the first generation of speech recognition system based on isolated words 
started to be commercialized. 

The following generations have started to take advantage of the increasing and 
increasing power calculation of the computers [8], showing very promising re-
sults [9]. “Dragon speaking” is one of the best computer software in speech rec-
ognition commercialized today. Nowadays, “OK Google”, “Alexa”, “Siri” and 
“S-voice” services offered by Apple and Samsung prove to have very good speech 
recognition accuracy on their mobile devices [10]. 

Most publications show the usage of this recognition is computer-based sys-
tems [6] [9] [10]. Many embedded software exist but they need a high compu-
ting power like 32/64 bits microcontrollers or a Raspberry Pi [11]. Few of them 
propose this integration on a limited embedded system but, actually, the voice 
recognition is deported [12] or the system has a high consumption [13]. Our 
following algorithm is designed to be implemented in a power-limited system by 
limiting the calculation time and the energetic consumption. 

In general, speech recognition systems are devised in 3 important stages as 
follows: 
• Audio capture: a transducer (e.g.: microphone) that captures the audio sig-

nal, when a user is talking, and transforms it in electrical signal 
• Sound analysis and parameterization: it will analyze, decode and parameter-

ize the audio signal captured by the sensor. This step is a mathematical 
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treatment of signal and it is done in time, frequency and intensity domains. 
Here the audio signatures of the words will be extracted from the actual au-
dio signal. 

• The identification: the decision in choosing the right spoken voice com-
mands is done in this step. Basically, here the program will compare the au-
dio signatures of the speech commands spoken by the user with the ones al-
ready learned (stored) in the system. 

Figure 1 resumes these three stages on a schematic. 

2.1. Voice Characteristics 

Human voice properties should be taken in account in developing a speech em-
bedded recognition system: 
• The bandwidth of the speech signal is around 4 kHz.  
• The speech signal is periodic and has a fundamental frequency between 80 

Hz and 350 Hz.  
• Peaks exist in the spectral distribution of energy of the voice signal. The fre-

quencies around these values are called formant frequencies. 

( )peaks 2 1 500Hz with 1,2,3,F n n= − × =              (1) 

• Depending on the shape of the vocal tract the frequency of the formants, es-
pecially the first and second, will change, therefore they will characterize the 
way vowel are articulated. 

• The envelope of the voice power spectrum also decreases with the increase of 
frequency with about 6 dB per octave. 

2.2. Parametrization 

First step is to configure the speaker’s voice signal looking for a “signature” to be 
founded for recognition. In order to do this, several methods exist. 

First type consists of spectral analysis. It is based on the frequency decomposi-
tion of the signal without a prior knowledge of its fine structure. The best and 
most used method is the one using Fast Fourier Transform (FFT), more precise 
the Discrete Fourier Transform calculation (DFT): 

( ) ( )
2

1
0

i nk
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nX k x n e

π
−−

=
= ∑                     (2) 

Applying the DFT to a complex sound, and repeating this procedure, a graph-
ic will be drawn showing time amplitude and frequency evolution, as we can see 
at Figure 2. This will define the sound audio signature. Specific characteristics 
are extracted and used from this calculation, or even the whole result, in the 
form of vectors or matrix later in the processing and identification stages. 

The second method consists on identification by understanding the mechan-
isms of sound production. The most commonly used approachis based on linear 
predictive coding (LPC). The basic idea is that the mouth channel is constituted 
by a cylindrical tube with varying sections. The adjustment of the parameters of 
this model allows determining at almost any moment the transfer function. Af-
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terwards, this provides an approximation of the spectrum envelope of the audio 
signal at the instant analysis. Then, it easily identifies the formant frequencies, 
with the help of the resonant frequencies of the vocal tract. They correspond to 
the maximum energy in the spectrum. By repeating this method continuously, 
the audio signature of the sound will start to show. A LPC representation is 
shown in Figure 3. 

Once the audio signature is obtained, the speech recognition procedure can 
move to the next step. 

2.3. Isolated Word Recognition 

Speech recognition systems can be configured to work on isolated words or even 
on continuous speech [14] [15]. The most used is the one on isolated words be-
cause it has the highest rate of accuracy and also it doesn’t require a powerful 
hardware as the complex method of continuous speech does, making it suitable 
for a low budget system. The absence of indicators in speech signal for the 
boundaries of phonemes and words is a major difficulty in speech recognition. 
Thus pronouncing words with an artificially isolation, a small silence exceeding 
a few tenths of a second, in speech commands represents a significant simplifi-
cation of the problem. 
 

 
Figure 1. Stages in a speech recognition system. 
 

 
Figure 2. DFT calculation of an audio signal. 
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Figure 3. LPC calculation of an audio signal. 

 

Two types of this system currently exist: 
• The speaker dependent system—it can be used only by one user and it needs 

to be trained. A person should dictate a set of words, which maximizes the 
recognition rate and extend the vocabulary used. The disadvantage is that it 
can be used by one person only. 

• The speaker independent system—it uses a database containing averages of 
audio signatures allowing the recognition of speech commands spoken by 
different persons. The main drawback is that the system is not equipped with 
learning capabilities and the number of words limited. 

To increase the recognition rate of the system, by making it work even if the 
person speaks on different tonalities (different octaves) or if more than one per-
son is used, a normalization process must be implemented. This will be done 
before the system will start to decode voice commands into phonemes, syllables 
or words depending on the technique of the system. 

2.4. Recognition Techniques 

Recognition technique is based on two approaches, the global and the analytical 
method [16] [17]. 

In the global approach (entire word), the basic unit is often the word seen as a 
global entity that is not decomposed. The idea of this method is to give the sys-
tem an acoustic image of each word that will have to identify it later. This opera-
tion is done during the training phase, were each word is pronounced one or 
more times. This method has the advantage of avoiding the effects of articula-
tion. It is however limited to small vocabulary by a limited number of speakers. 

The analytical approach (structure of the word), which takes advantage of the 
linguistic structure of words, attempts to detect and identify the basic compo-
nents (phonemes and syllables). These are the basic units to recognize. This me-
thod is simpler because only the features of the base units, instead of the whole 
words, have to be registered in the memory. 
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In fact, both approaches basically are the same; the difference is the entity to 
be recognized, “the word” for the first and the “phoneme” or syllable for the 
second. 

2.5. Working Principle 

The structure of the isolated word speech recognition system can be distin-
guished in two phases: 

The training phase—a user dictates the entire vocabulary used in the voice 
commands in order to create the reference audio signatures of the commands. 
But for the analytical the user will only dictate some specific words which con-
tain important successions of phonemes. For an independent speaker system, 
this does not exist. 

The recognition phase—the user says the actual voice command which con-
tain the words from the stored vocabulary. Then, the word recognition system is 
typical problem of pattern recognition. 

The calculation done in the recognition phase, when comparing speech com-
mands, is not that simple because words can have different forms depending on 
the user and speech rate. A speaker cannot pronounce several times the same 
speech sequence with exactly the same rate and same duration. 

Also, time alignment is a problem because the user cannot repeat the same 
speech commands with the same pause between the words. It is very important 
that a special time warping algorithm is implemented in order to manage this 
problem. 

Comparison methods by dynamic programming have been widely used for 
recognition of isolated words. The most commonly calculations used for this 
method are: the Euclidean squared distance, hidden Markov models and neu-
ro-mimetic models. Classifying the calculation techniques after the required 
processing power, the Euclidean squared distance needs the least of them all. 
This makes it suitable for every speech recognition system which has a limited 
hardware budget. The Euclidean squared distance it is the simplest way to de-
termine the similarity between words in speech commands. If the parameteriza-
tion is done correctly, then the results obtained with this formula can have very 
high rate accuracy in the identification of the right spoken voice command. To 
be more precise, with this formula it can be calculated the actual difference be-
tween two vectors containing different audio DFT results for example [18]. 

3. Our Methodology 

With the main characteristics of speech recognition systems presented in the 
previous paragraphs, the challenge is to put all of those features into a low cost 
hardware and energy consuming. The system is configured to work on recog-
nizing isolated words based on the global technique, the words being the unit for 
recognition. The words in the voice commands must have a small pause between 
them. As well, they are also aligned and delimited by the system. Audio signa-
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tures are extracted with the DFT spectral method. 
With the help of the normalization process implemented, the system can be 

considered speaker independent, even though, before usage, the system has to be 
trained with the actual voice commands that will be used afterwards. Also, by 
using normalization process, the successful recognition rate is increased. 

Users are able to use and store on our system a defined number of voice 
commands. A voice command has a defined length of 2 seconds, enough for a 
person to say a few keywords for a command. For the speech recognition system, 
it’s important to be able to distinct commands even though they are said on dif-
ferent tonalities and by different users, thus a normalization process is imple-
mented in the system. This is done on every signature that is stored and that is 
currently being processed for command identification. Sometimes the speech 
commands have the same words in their composition. To avoid confusion be-
tween commands the system does the identification routine for the whole sen-
tences and individually for each corresponding word in the sentences. Then it 
compares on how many words have been identified from the spoken command 
with the ones in a stored voice command. So, the voice command with the most 
identified words it’s taken in account. The Euclidean squared distance formula is 
used to calculate the similarities between the audio signature of a spoken com-
mand and the audio signatures of the stored voice commands. Depending on 
which result is the smallest or which one is under a predefined level, the right 
voice command is recognized. 

( ) ( ) ( )2

1
, ,

n

i i
i

d c s d s c c s
=

= = −∑                  (3) 

d—distance (similarity between commands) 
c—current spoken voice command 
s—stored voice command 
n—number of sound signatures (time slots) in a voice command 
The 8-kHz frequency sampling rate it’s chosen because it will offer a frequen-

cy range between 0 and 4 kHz and it will match the human voice, which has a 
frequency range from 300 Hz to 3.3 kHz. A sampling frequency beyond that 
value will be useless. Figure 4 presents a vocal command represent relative to 
the time and Figure 5 presents four different DFT applied on this signal. 

As it can be seen from the DFT simulation (Figure 5) in the majority of the 
cases, every time 2 or 3 important frequency peaks with big density stand out. 
Also, this thing can vary by a little bit, depending on the language that is spoken. 
In English 3 peaks stand out. 

Because the DSP engine in the microcontroller is optimized to do a 256-point 
length type DFT [19] [20], this spectral solution is chosen to extract the voice 
commands signatures. For an incoming audio signal, with a sample rate of 8 
kHz, the 256 point length DFT is done every 32 ms, thus for a time window of 2 
seconds are obtained about 64 DFT results, from which the voice commands 
signatures can be extracted. 
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Figure 4. Voice command “Open the window” composed of 3 words. 

 

 
Figure 5. Different 32 ms DFT time windows of a voice command. 
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length sample periodDFT Frequency DFT÷ =  

256points 8000Hz 32ms÷ =  

2048ms 32ms 64DFT results÷ =                  (4) 

The sound signatures with its three important high peaks define the audio 
signature. These are gathered from each successive 32 ms DFT calculation for a 
time of 2 seconds resulting in the final voice command audio signature. 

To compare, the execution time of a DFT in a not-DSP microcontroller is very 
long. This time depends of the length of the processed data. For 8 Mhz clocked 
microprocessor, the execution time of an implementation of a DFT can be cal-
culated by a polynomial expression. 

( )
2

execution ms 0.065 0.2937 2.8t N N= + +                (5) 

For a data of 256 points, the execution lasts 4338 ms which consumes 28.3 
µA.h. A DSP, for the 256 points DFT, consumes 0.18 µA.h. For our application, 
only the DSP can be chosen because of the slowness of the regular microcontrol-
ler. Moreover, the electric consumption is reduced by 150, another advantage of 
using the DSP. 

For our algorithm on a DSP, a recognition of a three-second-long text costs 
17.28 µA.h. This consumption is compatible with embedded systems. For exam-
ple, using a button cell CR-2032 (210 mA.h), we can recognize 972 sentences of 
3 seconds that gives an equivalent autonomy of more than a month in conti-
nuous mode. 

4. Algorithm Description 

The analog to digital converter is set to process the data captured by the micro-
phone at a sampling rate of 8 kHz and to transfer it into a temporary buffer. 
Every time this buffer is filled, it triggers a function which starts to do the 
256-point length DFT calculation. 

At this DFT length and audio sample rate, one unit (frequency bin) of the re-
sulted DFT calculation has a range of frequency of 31.25 Hz. This bin represents 
the frequency resolution and it contains the actual magnitude of the audio signal 
in that specific frequency range. 

sample length resolutionFrequency DFT Frequency÷ =  

Hz8000Hz 256points 31.25
bin

÷ =                  (6) 

The whole result of the calculation is stored in a vector with a length of 128 
values. This contains all the frequency bins and has a frequency range of 0 - 4 
kHz. Because this range is too wide for the human voice, it is cropped into a 
91-length vector, which corresponds to the range of 280 Hz to 3 kHz. Also, this 
crop is done in order to eliminate the noise from the low frequency spectrum, 
caused sometimes by the microphone. The obtained vector represents the mag-
nitude of the raw audio signal in that frequency range for a time of 32 ms. 
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All DFT calculations and most vector manipulations are done with the DSP 
engine, integrated in the microcontroller. This vastly reduces the processing 
time and frees the CPU workload. 

In the following step, 3 frequency bins, which have the highest magnitude and 
represent the highest peaks of the audio signal, are extracted from the resulted 
vector of the DFT calculation. It is important that, between the selected fre-
quency bins, a distance of at least 3 bins (93.75 Hz) exists, so the system will not 
pick up values from the same frequency peak. 

After the 32 ms sound signature is created, the system is verifying in a loop, 
for every DFT calculation, if the magnitude of the highest frequency bin is dif-
ferent from 0. In this way, the system knows if something has been spoken by 
the user and that it is ready to proceed to the following processing steps. 

If the system has detected any sign of voice, it starts to record, in a 
“First-in-First-Out” algorithm, the 3 important high peaks of the 32 ms DFT 
calculation, for a time length of 2 seconds. For 2 a second length and a 32 ms 
DFT, the FIFO process will store in total 192 values, which means 64 values for 
each 3 important frequency peaks. In the same, the LEDs on development board 
will turn on for 2 seconds to show the user that the audio data is being recorded 
and also to help him fit his voice command in that time window. 

After the recording stops, the values from the FIFO algorithm are distributed 
in order into 3 separate vectors, each one having a length of 64 values. In one 
vector are stored the values containing the first highest peak frequency bins, in 
the second vector are stored the other values containing the second highest peak 
frequency bins, and in the final vector are stored the third highest frequency 
bins. These 3 vectors represent the audio signature of the spoken voice com-
mand. 

Because everyone differs in how they speak, by pronouncing the words at dif-
ferent frequencies and magnitudes, and in order to make the system a speaker 
independent one, the 3 vectors are normalized. The normalization process is 
done separately for every vector. It is done by calculating the average of all val-
ues from a vector and then by dividing each value with the calculated average.  

In the next step the vectors are passed to a time warping process. This process 
fixes the words length to 12 values (time slots), in each vector, and separates the 
words at a defined distance. The system is configured to detect and identify a 
word in a vector, if more than 5 consecutive values of 0 exist after 2 consecutive 
values different from 0. In this way, the vectors containing the audio signature of 
the voice command have their words synchronized and can be compared with 
others. 

As the audio signature of the 2-second-long voice command is now processed, 
the system moves to the next step of comparing the current audio signature with 
the ones already stored on the flash memory. 

If the system has not been trained, no audio signatures are stored on the flash 
memory; it will just compare the current audio signature with blank audio sig-
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natures, resulting in an unidentified voice command. If it has commands stored, 
it will compare the current signature with stored ones. 

The comparison between the audio signatures is done by different techniques 
using the Euclidean squared distance. Depending on the results, the current 
voice command is identified, or not, with one of the stored voice commands. 

The speech recognition system is configured to have a master voice command 
in order to prevent the system from mistakenly recognizing different voice 
commands. This command activates the system for a recognition session, a time 
window of 10 seconds, in which the user can say his actual voice commands. Af-
ter the 10 second timer expires, the system deactivates and the user is obliged to 
repeat the master command in order to resume. The master voice command has 
the same properties, as the rest of the commands, and it also needs to be stored 
in the training phase, just like the others. 

Finally, after all the processing and calculations are done, the user can now 
choose to store his desired voice command in order to train the system, if no au-
dio signatures are stored on the flash memory, or to retrain the system, if the us-
er is not satisfied with the already stored voice commands. 

5. Recognition Technique 

The technique used in recognizing the voice commands is based on the Eucli-
dean squared distance. This formula can be applied in many ways between the 
audio signatures of the voice commands, but after many experiments, the fol-
lowing two calculation methods have been chosen and they are presented in the 
Figure 6: 

Global distance—this is done by calculating the distance between the whole 
vectors of the audio signatures. After the 3 vectors are processed, containing 
first, second and third highest peaks of the 64 time slots of a voice command, 
they are ready for the distance calculation. First calculation is done between the 
first vector, containing the first highest peak, of the current processed voice 
command and the corresponding first vector of a stored voice command. This 
continues by calculating in the same way for the second and third vectors. In the 
end three values are obtained representing the distances between the first, 
second and third vectors of two voice commands. These values are then aver-
aged in ordered to obtain the final distance/difference between vectors.  

This calculation is done individually between the current voice command and 
each voice command stored. If one of the final results is under the value 150 and 
it’s the smallest from the rest of the final values, then the voice command stored, 
corresponding to the obtained result, is considered the recognized command. 

Word distance—this is done by calculating the distance between the words 
from vectors of the audio signatures. This method was chosen, in addition to the 
previous one, in order to avoid confusions made by the system in the scenario 
when the voice commands contain the same words. Also, as the previous me-
thod, this calculation is done after the vectors containing the audio signatures  
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Figure 6. Algorithm description of the speech recognition system. 
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are processed. This method begins by calculating the distance between the first 
word from the first vector, of the current processed voice command, and the 
corresponding first word from the first vector, of a stored voice command. Then, 
it continues by calculating in the same way for the next words in the first vector 
of the voice command, obtaining in total five word distances. 

The calculation is done for the next two vectors, resulting in another ten val-
ues and in total fifteen values. These are then averaged, taking in account the 
words they correspond to, obtaining 5 final distances.  

As the previous method, this calculation is done individually between the 
current voice command and each voice command stored. Depending on which 
voice command has the biggest number of smallest final distances between 
words that is considered the recognized voice command. 

After calculating both methods in parallel, the voice commands chosen and 
recognized by the calculation methods are compared in order to make the right 
decision, resulting in three cases as follows: 
• Case 1: If both voice commands identified by the two methods match, then 

the resulted voice command is recognized. 
• Case 2: If the voice commands identified by two methods do not match, then 

the system will partially recognize the voice command resulted from the 
global Euclidean squared distance method and it will ask the user to repeat 
the voice command. 

• Case 3: If the value resulted from the global Euclidean squared distance me-
thod it’s above 150, it will not identify anything and the result from the 
second calculation method will not be taken in account anymore, forcing the 
system to not recognize any voice command at all. 

Table 1 resumes the results of these three cases. 

6. Results 

The developed speech recognition system was tested in order to calculate its ac-
curacy and reliability. Tests were done with English language, a worldwide lan-
guage [21] [22]. We present here English language, in a quiet and in a noisy en-
vironment, with one person and with two persons. The system was trained with 
the following three voice commands spoken ten times: 
 
Table 1. Voice commands recognition technique. 

 
Method I (global) 
result - priority 

Method II (word) result Final result 

Case 1 
voice command “a”  

recognized 
voice command “a” recog-

nized 

voice command “a”  
recognized  

=> recognition 

Case 2 
voice command “b”  

recognized 
voice command “c” recog-

nized 

voice command “b”  
partially recognized  

=> confusion 

Case 3 
No voice command  
recognized (>150 ) 

Not taken in account any-
more 

No recognition 
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 1st voice command: “Turn on the light” 
 2nd voice command: “Close the window” 
 3rd voice command: “Open the door” 

6.1. Speech Test in a Quiet Environment 

Output results from the two recognition methods for the first voice command 
“Turn on the light” are presented in Figure 7 and in Figure 8. 

It can be observed Figure 7 that the spoken voice command has the smallest 
value every time and it’s easy to take decision in recognizing the right voice 
command. A small exception being in the 5th case, when the distance is above the 
minimum required value of 150 and the system will not recognize anymore the 
voice command. 

For the same spoken voice command, but now with the second method, it can 
be observed that the spoken voice command has the biggest amount of recog-
nized words every time. So, taking in account that the first method has priority, 
and by combining the results, it turns out that accuracy of the system for the first 
spoken voice command is 90%. 

Figure 9 and Figure 10 presents the results with the second voice command 
“Close the window”. 

It can be noticed that not each the time the spoken voice command has the 
smallest value in this chart, so in order to improve the accuracy it has to be taken 
in account the second method. Also, in 2nd and 6th case the values are above 150, 
so they are not taken in account anymore. Worse, in the 5th case another voice 
command has the smallest value, decreasing even more the recognition rate. 

The second method for the same spoken voice command helps in clarifying 
which test number has the biggest number of recognized words and confirms 
the results from the first method. The final successful recognition rate is 70% for 
this voice command. 

Output results from the two recognition methods for the third voice com-
mand “Open the door” are shown in Figure 11 and Figure 12. 
 

 
Figure 7. “First training command” first result. 
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Figure 8. “First training command” second results. 

 

 
Figure 9. “Second training command” first results. 

 

 
Figure 10. “Second training command” second results. 

 

 
Figure 11. Third training command first results. 
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Figure 12. Third training command second results. 

 
In this chart, it can be seen that the spoken voice command has all the time 

the smallest value. Even though, the distance is pretty big in the 6th test, being 
above 150, it’s easy for the system to take a decision in recognizing the right 
command. Now it only needs confirmation from the second method. 

The second method confuses three times the spoken voice command with 
another command but it confirms for the rest of the tests. This is the reason why 
the first method has priority in the final decision. The recognition rate for this 
command is 70%. 

The final results depend very much on how the user pronounces the actual 
voice command in comparison with the stored voice command. This is the rea-
sons why is better to have two recognition methods and to compare their results 
in order to take the final decision in recognizing the voice commands 

After reviewing and combining all the results in Table 2, obtained from the 
tests done, it can be concluded that the speech recognition system has achieved 
successful recognition rate of 90.0%. 

6.2. Speech Test in a Noisy Environment 

To test how the system will perform in a noisy environment, the system was 
trained in a quiet environment with the same English voice commands from the 
previous test. Then, the voice commands were spoken ten times each by the 
same person, but in a noisy environment this time. 

The environment noise consisted from white noise and a couple of music 
files. They were played through a pair of loudspeakers which are capable of 
outputting 4 watts of power. Table 3 presents the results in this noisy environ-
ment. 

After the test was completed and all the results were analysed, the system 
showed a 85% accuracy in recognition, a little bit under accuracy showed in the 
test with a quiet environment.   

6.3. Speech Test with Different Persons 

To test how it will perform as speaker independent system, the system was  
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Table 2. Test gathered results. 

Voice  
commands 

Good  
recognition 

Bad  
recognition 

Confusion 
No  

recognition 

“Turn on the light” 90% 5% 5% 0% 

“Close the window” 90% 5% 0% 5% 

“Open the door” 90% 5% 5% 0% 

Total successful recognition: 90.0% 

 
Table 3. Test gathered results in a noisy environment. 

Voice  
commands 

Good  
recognition 

Bad  
recognition 

Confusion No recognition 

“Turn on the 
light” 

85% 5% 10% 0% 

“Close the win-
dow” 

85% 5% 10% 0% 

“Open the door” 85% 5% 10% 0% 

Total successful recognition: 85% 

 
Table 4. Test gathered results with different persons. 

Voice  
commands 

Good  
recognition 

Bad  
recognition 

Confusion 
No  

recognition 

“Turn on the light” 85% 10% 5% 0% 

“Close the window” 85% 5% 10% 0% 

“Open the door” 85% 5% 10% 0% 

Total successful recognition: 85% 

 
trained again in a quiet environment with the same English voice commands 
from the first test. Then, in the recognition phase, the voice commands were re-
peated ten times each in a quiet environment, but by a different person this time. 
Table 4 shows the recognition rate for this test. 

Analyzing the obtained results, the speech recognition system showed still 
maintaining a good reliability, even though different persons were used for the 
training phase and recognition phase. 

7. Conclusion 

The developed speech recognition system has performed with an almost identic-
al accuracy with few words for several users. This system has equivalent results 
in a quiet and in a noisy environment. It can support different persons too. So 
this system can be easily deployed in a house. Further, the system can be adapted 
to another language by changing its processing parameters, like the number of 
time slots reserved for every word. 
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