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Time-resolved optical orientation experiments have been performed in dilute bismide 

structures. Bulk layers with bismuth fractions in the range 1-3.8% and quantum wells with 

bismuth fractions in the range 2.4-7% were investigated.  A clear decrease of the electron 

spin relaxation time is evidenced in both cases when the bismuth content increases. These 

results can be well interpreted by the increased efficiency of the spin relaxation mechanisms 

due to the bismuth induced larger spin-orbit interaction in these alloys. 

 

The incorporation of small concentrations of bismuth (Bi) into GaAs yields a significant 

reduction of the band gap energy 𝐸𝑔 0F

1 , 2 .  As a consequence the dilute bismide alloys, 

GaAs1−xBix, are interesting for potential optical telecommunication or photovoltaic 

applications3,4. As Bismuth is a heavy atom, dilute bismides are also characterized by a much 

larger spin-orbit interaction compared to GaAs5.  Indeed, an increase of the valence band 

spin-orbit (SO) split-off energy Δ𝑆𝑆 was clearly evidenced in GaAsBi with values reaching 

~800 meV and above (i.e. twice the GaAs value) for a bismuth composition of about 10% 6. 

This remarkable property has triggered massive efforts to improve alloy growth, as the 

condition Δ𝑆𝑆 > 𝐸𝑔  could lead to a significant reduction of Auger or Inter Valence Band 

Absorption loss mechanisms in the NIR telecommunication range as suggested by Sweeney’s 

group et al 7 , 8 . This system has also been proposed as a good candidate for spintronic 

applications by Fluegel et al. as the enhanced SO coupling in this material allows for a 

composition-dependent SO engineering and hence possible electron spin tuneability and 

manipulation5. 

For these reasons, the role of the SO interaction on the electron Landé g-factor in bulk 

GaAsBi was studied both theoretically and experimentally 9 , 10 . It was shown that the 

introduction of a Bi fraction of the order of 0.03 led to an increase of the g-factor by a factor 
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of 3. Similar observations were made on the exciton g-factors in quantum wells in the low 

temperature range11. 

 

Besides, the elctrons spin relaxation time 𝜏𝑠 is a key parameter for spin manipulations as the 

spin memory should last longer than the manipulation time in order to make use of the 

electron spin as the information vector. Tong et al. predicted theoretically that the electron 

spin relaxation time in GaAsBi decreases drastically when the Bi content increases12. The 

experimental investigation of the electron spin relaxation rate in a bulk sample with a bismuth 

fraction of 2.2% confirmed these predictions9. The result was in good agreement with the 

characterization of the product 𝑔. 𝜏𝑠  (where 𝑔 is the electron Landé factor) determined by 

Pursley et al. via Hanle effect measurements13. However, a measurement of the bismuth 

dependence of the electron spin relaxation time is still lacking although it is essential to assess 

the potential of dilute bismides for spintronic applications. In this work we have measured the 

electron spin dynamics by time- and polarization- resolved photoluminescence spectroscopy 

both in GaAsBi bulk and quantum well (QW) structures with various Bi compositions. In 

both cases we show a clear drop of the electron spin relaxation time when the bismuth content 

increases, a result in agreement with the increased efficiency of the Dyakonov-Perel 

mechanism14 induced by the stronger spin-orbit interaction. 

 

Dyakonov-Perel mechanism occurs in semiconductors lacking crystal inversion symmetry (to 

bulk inversion asymmetry - BIA) and is related to the spin splitting of the conduction band 

induced by the spin-orbit interaction. For wave-vectors 𝑘�⃗ ≠ 0�⃗ , the spin-orbit interaction lifts 

the spin degeneracy of the conduction band. This BIA induced spin splitting was first pointed 

out by Dresselhaus15. It can be viewed as the result of the action on the electron spin of an 

effective magnetic field whose amplitude and direction depend on the wave-vector 𝑘�⃗  of the 

electron. The Hamiltonian associated to the interaction writes: 
ℏ
2
𝜎Ω�𝑘�⃗ � 

where is the Pauli vector. For a given 𝑘�⃗ , the electron spin will precess around this field with 

a momentum dependent Larmor vector Ω(𝑘�⃗ ). 

However, the effective field direction changes after each collision process. As a consequence, 

spin precession around this field, in intervals between collisions, gives rise to spin relaxation. 



In the usual case of frequent collisions, the relaxation time of the electron spin i
sτ  oriented 

along a direction i can be written:  
1
𝜏𝑠𝑖

= 〈Ω⊥2 〉𝜏𝑝∗     (1) 

where 〈Ω⊥2 〉is the mean squared component of the precession vector Ω in the plane orthogonal 

to the considered spin direction i and 𝜏𝑝∗  is the average electron momentum relaxation time. 

The SO splitting increasing with bismuth content in GaAsBi, we correspondingly expect the 

electron spin relaxation time to significantly decrease. 

In the case of a quantum well, and assuming a Boltzmann distribution of carriers in the 

conduction band, equation (1) becomes16: 
1
𝜏𝑠𝑖

~𝑘𝐵𝑇𝐸12𝛾𝐷2𝑚∗3𝜏𝑝∗  

Where 𝐸1 is the first electron confined state energy, 𝛾𝐷 is the Dresselhaus coefficient and 𝑚∗ 

is the conduction electron effective mass. 

As far as the bulk material is concerned, this latter expression writes17: 
1
𝜏𝑠𝑖

~(𝑘𝐵𝑇)3𝛾𝐷2𝑚∗3𝜏𝑝∗  

Hence the spin relaxation time depends strongly on the confinement and on the electronic 

band structure of the material through the Dresselhaus coefficient 𝛾𝐷  and the conduction 

electron effective mass. It is well established that the electron spin relaxation in un-doped III-

V GaAs-based quantum wells is dominated by the Dyakonov-Perel spin relaxation 

mechanism16,18,19. In bulk III-V materials, depending on the band structure, the doping level 

and the temperature range, additional mechanisms may contribute to the electron spin 

relaxation process, namely the Bir-Aronov-Pikus20 and Elliott-Yafet21contributions. The Bir-

Aronov-Pikus spin relaxation mechanism is due to the electron-hole exchange interaction, and 

dominates in p-doped samples at low temperatures. Tong et al. have shown theoretically that 

for undoped bulk GaAs or GaAsBi, the electron spin relaxation time is dominated by the 

Dyakonov-Perel mechanism12, whatever the bismuth fraction is. Additionally, for a bismuth 

content of 2%, the calculated Dyakonov-Perel electron spin relaxation time is typically two 

orders of magnitude shorter than the Bir-Aronov-Pikus spin relaxation time, whatever the 

lattice temperature in the range 50-300K. The predominance of the Dyakonov-Perel 

mechanism over the Bir-Aronov-Pikus one is also enhanced when the temperature increases. 

The Elliott-Yafet mechanism describes the relaxation of electron spins in the conduction band 



due to the spin-orbit coupling via momentum scattering on phonons or impurities. This occurs 

in small band gap semiconductors with large SO coupling. In GaAsBi alloys the band gap 

decreases and the SO coupling increases as the bismuth fraction increases. Hence one would 

expect electron spins in dilute bismides to experience an enhanced Elliott-Yafet relaxation 

mechanism. However, Litvinenko et al.22 and Jiang et al.23,24  have shown experimentally and 

theoretically, respectively, that even in InSb which is characterized by a narrow band gap and 

a high SO coupling, the Dyakonov-Perel mechanism dominates over the Elliott-Yafet one. 

Hence, relying on previous studies, and considering the temperature and composition ranges 

of our study, we expect the spin dynamics in GaAsBi samples to be ruled by the Dyakonov-

Perel relaxation mechanism.  

 

We have studied three GaAsBi/GaAs quantum wells and five GaAsBi bulk samples grown by 

molecular beam epitaxy. Both types of structures were grown on a (100)-oriented GaAs 

buffer layer whose growth temperature was set to 580°C. For the ternary layers (QW and 

epilayers) a simultaneous opening of Ga and Bi cells after cooling down under As4 and a 

growth temperature in the 360-380°C range were used.  A nearly stoichiometric V-III ratio 

and a low 0.3ml/s growth rate were also employed25. The bismuth compositions and layers 

thicknesses were provided by high resolution X-ray diffraction measurements, supplemented 

by secondary ion mass spectrometry analysis for the bulk layers. The bulk samples are 

pseudomorphically strained ≥150 nm thick layers. The investigated quantum well structures 

consist of ~7.5 nm quantum wells capped with a 100nm GaAs barrier. The sample 

characteristics are summarized in table 1. 

The samples are optically excited by circularly polarized (σ+) 1.5 ps light pulses generated by 

a mode-locked Ti–Sa laser propagating along the sample growth axis (z axis) with a repetition 

frequency of 80 MHz (average power Pexc = 20 mW, 80 μm diameter spot). The laser 

excitation energy is set to 1.57 eV. 

The dynamics of the photoluminescence (PL) is then recorded using a S1 photocathode streak 

camera with an overall time resolution of 8 ps9,10. The electron spin relaxation time is then 

extracted from the dynamics of the degree of circular polarization according to Pc = ( I + − I − 

)/( I + + I − ), where I+ and I− represent, respectively, the intensities of the PL co- and counter-

polarized with the excitation laser. Since the spin relaxation time of the photo-generated holes 

is of the order of 1 ps or less for non-resonant excitation in our temperature range26,27,28, the 



circular polarization degree of the detected luminescence associated to the fundamental 

transition corresponds directly to the electron spin polarization degree29.  

 

In figure 1, the normalized time-integrated photoluminescence spectra of the quantum well 

structures and epilayers are presented for T= 10 K. We observe the redshift of the emission 

energy when the bismuth content increases, in agreement with previous investigations30,31 (in 

particular see reference 30 and references therein). Spin-orbit interaction was characterized in 

a previous study carried out on the bulk samples presented here10. Photoreflectance 

measurements showed a strong increase of the SO split-off band, in very good agreement with 

the energy calculated by tight-binding approach. These results were also in very good 

agreement with the experimental and theoretical ones reported in the literature. We were not 

able to probe the SO coupling directly in the quantum well structures, but a number of data 

for GaAsBi alloys with the same range of composition published in the literature confirm the 

significant increase of SO coupling8,31. 

The incorporation of Bi in the GaAs matrix induces localized states and non-radiative defects. 

For low Bi content, the PL at low temperature is mainly characterized by the long decay time 

associated to the localized states (see figure 2(a) for the QW with 2.4% of bismuth). By 

increasing the temperature, non-radiative defect channels as well as band-to-band 

recombination are activated, leading to faster PL decays.  As the bismuth content increases, 

the non-radiative channels gain importance: Even at cryogenic temperatures the PL decay 

time is now dominated by the recombination on defects with a smaller contribution of the 

localized states as illustrated in figure 2 (b) for a QW sample with 7% of bismuth content. In 

order to minimize excitonic and localization effects in the measurements of the electron spin 

relaxation time we have performed experiments with lattice temperatures of 100 K or above 

and an excitation  power of 20mW32,33. 

In figure 3 the time-evolution of the PL circular polarization at T=150 K for the three QW 

structures is displayed. We observe clearly the decrease of the electron spin relaxation time 

when the bismuth content increases: it drops from sτ ~ 280 ps for x=2.4 % down to 40 ps for 

x=7 %. This result is perfectly consistent with the Bi-induced increase of the spin-orbit 

interaction yielding a more efficient Dyakonov-Perel spin relaxation. A more quantitative 

comparison with theory is not possible at this stage since this would require a measurement of 

the electron momentum relaxation rate in each sample. This electron momentum relaxation 



rate may vary slightly as the inhomogeneous broadening changes when the bismuth 

composition increases. However  previous works have evidenced that the electron Hall 

mobility doesn’t vary significantly for samples containing less than 2.5% bismuth34,35, and 

one study reported an estimated electron mobility of ~ 2000 cm2V-1s-1 36,37 for an 8% bismuth 

content. These results tend to show that the Hall mobility µ𝑒 = 𝑒𝜏𝑝
𝑚∗�  is only slightly 

impacted by Bi incorporation. It is important to note that the value of the electron effective 

mass 𝑚∗ is still under debate. Fluegel et al. have shown a slight decrease of 𝑚∗ when the Bi 

fraction is increased38, whereas Pettinari et al. have observed an increase by 40% in a 1.7%Bi 

layer 39 , 40 , compared to the GaAs electron effective mass. However, we first make the 

assumption that these values do not vary strongly enough to have a major impact on the spin 

relaxation time in the ternary. On the opposite, the Dresselhaus coefficient 𝛾𝐷 which appears 

squared in equation (2) is expected to be 4.4 times larger than in GaAs for a 10% bismuth 

content12. According to Tong et al., in our concentration range, the calculated bulk 

Dresselhaus coefficient is expected to increase by a factor of 2 when the bismuth content 

increases from 2.4 to 7%, suggesting a reduction of the spin relaxation time by a factor of 4. 

In our experiment, the spin relaxation time drops from 280 ps to 40 ps, which is a factor of 7. 

This discrepancy might find its origin in the fact that the electron states are poorly confined in 

the quantum well with 2.4% of bismuth, the band gap reduction impacting mostly the valence 

band. Indeed, it has been both predicted theoretically and shown experimentally that the 

conduction band edge of GaAsBi is lowered by approximately 30meV/%Bi compared to 

GaAs41,42,43. AlGaAs barriers were used in a 2.2% GaAsBi QW laser structure in order to 

overcome the poor electron confinement44. Hence, in the 2.4% quantum well, the electron 

wavefunction has a larger evanescent component in the GaAs barrier compared to the 7% 

quantum well. This yields a slower electron spin relaxation rate in the low-bismuth-content 

quantum wells due to the GaAs contribution. The temperature dependence of the spin 

relaxation time is reported in Figure 3(b). For the highest-bismuth-content quantum wells, the 

electron spin relaxation time is almost independent on the temperature, which is consistent 

with the Dyakonov-Perel mechanism occurring in quantum wells18. For the 2.4% bismuth 

sample, the drop in the spin relaxation time when the temperature increases, as proposed 

above, might be due to the GaAs barrier contribution.  

 

 



The PL circular polarization dynamics at 100K for the five bulk samples with bismuth 

fractions varying from 1.16 % to 3.83 % are reported in Figure 4 (a). The drop of the electron 

spin relaxation time with the bismuth content is again clearly measured. Indeed, the spin 

relaxation time decreases by about a factor of 10 when the bismuth fraction is increased from 

1.16 to 3.83% at 100K, and by a factor of 3 at 300K as shown in Figure 4 (b). In bulk III-V 

semiconductor the dominant electron spin relaxation mechanism may depend on the 

temperature and doping concentrations29. According to theoretical calculations12, the 

Dyakonov-Perel mechanism should be dominant at any temperature in bulk GaAsBi and a 

reduction of the spin relaxation time by a factor of ~2.5 is expected. Our findings are in 

reasonable agreement with this prediction for the high temperature range of our experiments, 

suggesting that Dyakonov-Perel mechanism dominates at T~300 K. However, in the 

intermediate temperature regime (𝑇 ∈ [100 𝐾 ; 250𝐾]) we find a much more pronounced 

drop of the spin relaxation time when the bismuth fraction increases from 1.16 to 3.83%. 

Moreover the spin relaxation time is almost independent of the temperature for the highest 

bismuth contents. This feature could suggest that another spin relaxation mechanism such as 

Elliott-Yafet takes place in the bulk material and becomes dominant for the highest bismuth 

contents in the low temperature range, due, for instance, to carrier localization45 in potential 

fluctuations arising from Bi clustering46,47,48.  

If we now compare the spin relaxation time in the quantum well and bulk samples, we 

observe that the spin relaxation is faster in the bulk. Namely, the spin relaxation time is twice 

as long in the quantum well with 2.4% of bismuth than in the 2.34% bulk for 𝑇 ≥ 250 𝐾. At a 

first glance, this is not consistent with a Dyakonov-Perel mechanism occurring in the 

quantum wells because the confinement effect along the z-axis induces a higher conduction 

energy and hence a larger spin-orbit splitting in the quantum well than in the bulk material, 

which should yield a faster spin decay. Again, this behavior can be understood if the electron 

wavefunction penetration in the GaAs barrier is taken into account, artificially increasing the 

average spin relaxation time. Finally we mention that the reason of the different initial 

polarization degree is still not fully understood and further investigations are under way. 

 

Overall, dilute bismides are characterized by fast electron spin decays due to the strong spin-

orbit coupling in these materials, which at a first glance could be an obstacle for spin 

manipulation. However, an additional conduction band spin splitting, commonly named 



Rashba term49 is present if the confining potential of the heterostructure is asymmetric such as 

under an external or internal electric field or again if an asymmetric doping is present. This 

structural inversion asymmetry (SIA) term can interplays with the Dresselhaus one. The high 

potential of these 2D systems relies on the fact that both BIA and SIA contributions can be 

tuned independently. When the two contributions cancel each other out, the Dyakonov-Perel 

spin relaxation mechanism is suppressed, leading to a quench of the electron spin relaxation. 

This interplay has been demonstrated for instance in (110)-oriented quantum wells: 

conduction band spin relaxation is strongly suppressed for electron spins oriented along the 

growth direction and it is greatly increased if a Rahsba contribution is added. 50, 51 , 52 , 53 . 

However, in (111)-oriented quantum wells the BIA and SIA terms can cancel each outer out 

for any spatial directions provided the application of proper electric field.  The full electrical 

control of electron spin relaxation has been demonstrated in GaAs/AlGaAs structures, the 

BIA term being compensated by the SIA term which arises in the presence of an external 

applied electric field19,54,55. More recently, we have demonstrated that the SIA term can be 

controlled by the pseudomorphic strain in InGaAs/GaAs quantum wells, without any external 

electric field, thanks to the piezo-electric property of the (111) orientation56. Simmons et al. 

have shown theoretically that in modulation-doped quantum wells the Rashba term increases 

significantly in dilute bismide alloys when the bismuth fraction increases due to the respective 

increase and the decrease of spin-orbit split-off and band gap energies57. In GaAsBi, the 

Rashba term increases faster than the Dresselhaus one as the Bi content increases. This should 

allow the compensation of the Dresselhaus using weaker electric fields compared to GaAs 

QWs. Moreover, a partial or complete compensation could be achieved thanks to the built-in 

piezoelectric field in the case strain and confinement would be correctly balanced, opening 

the way to spintronic applications. 

 

 

In conclusion, we have shown that the incorporation of bismuth in GaAs leads to faster 

electron spin relaxation both in bulk and quantum well structures. In the quantum well 

structures, the reduced electron spin relaxation time observed when bismuth content increases 

is consistent with Dyakonov-Perel spin relaxation mechanism whose efficiency is enhanced 

by the strong spin-orbit coupling in GaAsBi alloy. In bulk structures and in the high 

temperature range, Dyakonov-Perel also appears to be the dominant spin relaxation 



mechanism. However, for bismuth fractions higher than 2% in the low temperature range, the 

experimental data tend to evidence that a competing mechanism arises, potentially being 

Elliott-Yafet. In light of these results, GaAsBi heterostructures could be good candidates for 

spintronic applications, provided that crystal orientation and heterostructure symmetry are 

taken into account in the device designs. 
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Figure Caption  : 

 

Figure 1 

Low temperature (T=10 K) normalized photoluminescence spectra for a) three GaAs1-xBix 

quantum well structures (LW=7 nm) with Bi content x= 2.4%, 5.5 % and 7% and b) several 

GaAsBi epilayer with Bi content ranging from 1.16% to 3.83%. 

 

Figure 2 

Photoluminescence intensity dynamics of the a) 2.4% and b) 7% GaAs1-xBix/GaAs quantum 

well structures as a function of the temperature. 

 

Figure 3 

a) Photoluminescence circular polarization dynamics in three quantum well structures with 

different Bi contents (x =2.4%, 5.5%, 7%). T=150 K. The lines are guides to the eye. b) 

Corresponding temperature dependence of the spin relaxation time .  

 

Figure 4 

a) Photoluminescence circular polarization dynamics in bulk GaAs1-xBix for x=1.16%, 1.8%, 

2.34%, 3.04% and 3.83%. T=100K. b) Corresponding temperature dependence of the spin 

relaxation time .  

 



Table 1 
Bulk layers Quantum wells 

Thickness (nm) Bi (%) Thickness (nm) Bi (%) 
233 1,16 7,7 2,42 
230 1,8 7,5 5,5 
258 2,34 7,6 6,98 
147 3,04 - - 
265 3,83 - - 
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