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Abstract. This paper presents a 3D plant segmentation method with
an emphasis on segmentation of the leaves. This method is part of a
3D plant phenotyping project with a main objective that deals with the
development of the leaf area over time. First, a 3D point cloud of a plant
is obtained with Structure from Motion technique and the cloud is then
segmented into the main components of a plant: the stem and the leaves.
As the main objective is to measure leaf area over time, an emphasis was
placed on accurate segmentation and the labelling of the leaves. This
article presents an original approach which starts by finding the stem in
a 3D point cloud and then the leaves. Moreover, this method relies on
the model of a plant as well as the agronomic rules to affect a unique
label that do not change over time. This method is evaluated using two
morphologically distinct plants, sunflower and sorghum.

1 Introduction

During the last decade, the efforts made to meet the increasing food demand
have led to the development of genotyping methods allowing the biologists to
obtain a better understanding of the genetic basis of crop traits. Looking for
adaptation to climate change and more sustainable agriculture have oriented
research to a better understanding of the relationships between genotype (DNA)
and phenotype (visual characteristics) in a given environment in order to speed
up and focus plant breeding [1, 3]. Currently, the main phenotyping methods
are manual, invasive and sometimes destructive. In an effort to improve the
association between genotype and phenotype data, recent studies move toward
the development of automatic phenotyping methods.

With the aim to study the drought resistance of sunflowers, the French Na-
tional Institute for Agricultural Research (INRA) has developed a semi-isolated
platform allowing the scientists (agronomists and biologists) to monitor up to
1300 pots. In order to automatize the extraction of visual characteristics of
plants, recent studies trended towards the use of 3D data [10, 18, 9] and some
others like [9, 18] proved that the use of Structure from Motion was well adapted



Fig. 1. Description of plants

in 3D plant reconstruction. With this in mind, we previously presented a model-
based segmentation of 3D point cloud for phenotyping sunflower plants [7]. In
this paper, we present the background in 3D plant acquisition and segmentation
and put the emphasis on the development of a model-based segmentation method
to segment and label the leaves of a sunflower from 3D data. This method relies
on the extraction of the stem from a dense point cloud obtained with Struc-
ture from Motion technique and multi-view stereo software. Once the stem was
removed from the point cloud, the leaves were segmented by applying an Eu-
clidean segmentation which gave good results, but still has some limitations,
especially to segment the leaves that are in contact and the leaves at the top of
the sunflower plant.

Here, we present a new stem segmentation method and a technique to be
able to better segment the leaves that are in contact. Moreover, an effort have
been made to bring genericity to the method to be able to work on dicots and
monocots plants and this paper shows the results obtained on sunflower (a dicot)
and sorghum (a monocot).

This paper is organized as follows: section 2 presents the current method, i.e.
stem segmentation and leaves clustering as well as a brief reminder of the previ-
ous stem segmentation algorithm, this section also shows the results obtained on
sunflower and sorghum. Section 3 draws conclusions on the use of this method
and provide guidelines for further works.

2 Method & Results

The method presented in this article deals with the segmentation of plants into
several parts, here, sunflowers and sorghum (see Figure 1):

– Main stem, the primary plant axis.

– Leaf: an unstructured thin and more or less elongated object.

– Petiole: a thin stalk from the main stem to a leaf (for sunflower only).

– Top: part at the stem extremity, where young leaves appear around the
capitulum (for sunflower only).



Fig. 2. Description of the crown in stem segmentation

The starting point of this method is a 3D dense point cloud obtained with
OpenMVG [12] and PMVS/CMVS [5, 6], Structure from Motion and Multi-
view stereo software. Moreover, in order to retrieve automatically the scale and
orientation of the point cloud, we have modified the tool provided by OpenMVG
called Ground Control Points registration, a tool that allows a user to manually
correct the scale and orientation thanks to a specific pattern or object placed
into the scene. To automate this process, we placed a chessboard into the scene
and used OpenCV [8] (an image processing library) to locate it. In this way, we
are able to automatically retrieve the scale and the orientation of the scene, now
the reference frame is given by the chessboard and is centered at the foot of the
stem with the x/y-axis aligned on the ground and z-axis aligned along the stem.

With an aim to compute the leaf area, the proposed method is only focused
on the leaves segmentation. This method relies on the topology of a plant, i.e.,
a plant is composed of a stem and leaves as made in [15, 19, 14, 7].

First, we will briefly revisit the stem segmentation approach used in [7] and
its limitations, then we will present the updated stem segmentation that better
fits the shape of a stem. After that, we will revisit how we previously segmented
and labelled the leaves in [7] and how we have improved the leaves segmentation.

2.1 Stem segmentation

The idea presented in [7] was to find and remove the stem in a 3D point cloud
in order to ease the segmentation of the leaves. To do that, we used a ring with
a fixed radius (defined in advance: relying on the botanical model of a plant).
This ring is then extended into a cylindrical crown in order to be able to detect
the start of the petiole (the insertion part/beginning of the petiole on the stem).
This insertion part of the petiole on the stem is then used to label the leaves (see
section 2.2 for more details on the labelling step). This crown starts from the foot
of the stem and climbs along the stem to reach the top by using a geometrical
contraints: the points inside the ring (according to the 2D distance along the
z-axis) are assigned as stem (the points inside the radius stem) and the points
inside the crown (the points included between the radius stem & radius petiole)
are assigned as petiole (see Figure 2).

In general this algorithm gave good results, but it also had some limitations.
For example, at the top of the sunflower, where the young leaves appear, the
diameter of the stem decreases but the algorithm does not take into account



this parameter and as a result, the beginning of the small leaves are classified
as petiole. Another limitation came from the alignment of the direction of the
crown with the z-axis, it is a strong constraint that relies on the hypothesis
that a stem is straight, and even if it does not affect the result of the leaves
segmentation as explained in [7], it is always better to have an algorithm that
fits the true shape of a stem.

In order to have an algorithm that better fits the shape of a stem, we improved
our stem segmentation algorithm in order to take into account the variability of
the diameter of a stem as well as its curvature.

This version of the algorithm relies on the same idea as the previous version,
i.e. a cylindrical crown that climbs along a stem, but this time, the radius of the
crown is not fixed, it is estimated at each step by using a RANSAC (RANdom
SAmple Consensus) [4], an estimating method to find the parameters of a math-
ematical model, in this case, a sphere. Moreover, at each step, a center of the
crown was computed as well as a direction vector in order to take into account
the curvate of a stem. See the algorithm 1 for more details.

Algorithm 1: Stem segmentation Version 2: Adaptative stem segmenta-
tion
input : A point cloud
output : stem, petioles
parameters: height crown

1 // Locate the start of the stem
2 stemBeginning ← initStem ();
3 // Get crown parameters: Centroid + Direction
4 crownParameters ← affineInitStem (stemBeginning);
5 // Start looking for the stem
6 do
7 // Get petiole and stem points
8 crown ← stemClimbing (crownParameters);
9 // Locate a sphere in crownCloud: Center + Radius

10 sphereParameters ← locateSphere (crown);
11 // Check if neighbours are available
12 validNeighbours ← getValidNeighbours (crowParameters,

sphereParameters, height crown);
13 // Locate a sphere in the neighborhood
14 sphereParameters ← locateSphere (validNeighbours);
15 // Get the next parameters for the crown
16 crownParameters ← afineCrownParameters (crowParameters,

sphereParameters);

17 while haveReachedTop () 6= true;

This improvement takes the stem curvature into account and does not over-
flow the petiole, resulting in a well segmented stem as observed in Figure 3.



(a) Sunflower (b) Sorghum

Fig. 3. Example of the adaptative stem segmentation

2.2 Leaves segmentation & Labelling

In this section, we briefly revisit how we segmented and labelled the leaves in
[7].

Once we perform the stem segmentation algorithm we have:

– The original point cloud.
– The indices of the points assigned as stem (in blue on the figures).
– The indices of the points assigned as petioles (in red on the figures).

Euclidean segmentation: At this point, we can remove the points affected
as stem in the original point cloud in order to have a point cloud of the plant
without the stem. Indeed, because we remove the stem in the original point
cloud, we have added/created distances and the leaves can be easily segmented
by applying an Euclidean Cluster Extraction [17], a segmentation method based
on geometric constraint. And the results can be seen in Figure 4(a). The problem
is that the leaves that are in contact are merged in a same cluster (see Figure
4(b) and 4(c)).

To solve this problem, we first need to be able to detect it. To do that, we
will use the information from the labelling step.

Leaves labelling: In order to label the leaves, we used the architectural model
of a sunflower plant as explain in [7, 16] which states: A unique id can be as-
signed according to the insertion height of the leaves on the stem and of the
phyllotaxic angles between two successive leaves (the relative angle between two
leaves around the stem: see Figure 5(a)).

To achieve this, we used the insertion points of the petioles (labeled red in
the figures) obtained at the stem segmentation step and applied an Euclidean
segmentation on them. As a result we have merged in different clusters the points
that represent the onset of each petiole as possible to see in Figure 5(b). With



(a) Leaf clustering (b) Leaves merged in a
same cluster (Sunflower)

(c) Leaves merged in a same
cluster (Sorghum)

Fig. 4. Example of results of the leaves segmentation algorithm

(a) phyllotaxic angle (b)
petiole
clustering

Fig. 5. Illustration of petiole clustering

those clusters, it is possible to obtain the insertion height of each petioles and
to compute their phyllotaxic angle which will be then used at the labelling step.

Once the onset of the petiole had been labelled, these labels were propagated
to the leaves, each leaf cluster receiving the label of the nearest petiole. I some
cases, we detected that several petiole clusters were attributed to the same leaf
cluster, which needs some more refinement.

Fine leaves segmentation With the aim to solve the problem of leaves merged
in a same cluster, we developed a method that relies on the idea brought up in [11]
which consists in segmenting the leaves by using a region growing approach. The
starting point of the algorithm is a 3D mesh of a plant which is decomposed into



super-voxel [13] and used the connectivity between them to segment the leaves.
For that purpose, the stem needs to be already labelled. With this approach it
was difficult to make out the leaves from the stem, and because of the topology
of the plant (in their case a sorghum), it was easier to manually label the stem
and then run the algorithm. Their idea was to look for the furthest point from
the stem base (in term of geodesic distance) and assign it a label, then look for
the next furthest point and check if it has a neighbor already labelled or not. If
so, it will be receive the same label, if not, a new label will be assigned.

In our case, the stem and the leaves have been already segmented, and with
our petiole labelling method, we can detect when several leaves have been merged
in a same cluster. We only need to find a way to segment those leaves. In order to
achieve this, we started from a 3D point cloud of leaves merged in a same cluster
and decomposed it into super-voxel. Those super-voxels were built following
three constraints applied to each points as explained in [13]:

– Their normal.
– Their spatial distribution.
– Their color.

From those super-voxels, we can get back their adjencies and use them to
create a weighted graph composed of:

– The stem base.
– The insertion point of each petiole.
– The centroid of each super-voxel.

Then, as made in [11], we used the Dijkstra algorithm [2], to find the shortest
path between two vertices in the graph. Firstly, we used this algorithm to find
the shortest path between all the centroids of the super-voxels and the stem base,
and secondly, to find the shortest path between all centroids and petiole onsets.
The idea was to locate the furthest super-voxel centroid of the stem base and
assign it the label of its nearest petiole. Moreover a constraint on neighborhood
is also used at each step in order to assign a label of the furthest super-voxel
centroid depending on:

– Its nearest petiole.
– The label of its neighborhood.

The procedure is described in the algorithm 2 and provide more details about
the fine leaves segmentation.

Once the super-voxel was labelled, we propagated the label to all points
included in a super voxel. An example of application of this algorithm is shown
in Figure 6 and 7.

The limitations of this algorithm came from two main issues:

– The resolution of the point cloud.
– The beginning of the petiole.



Algorithm 2: Fine leaves segmentation

input : A 3D point cloud of leaves merged in a same cluster
Foot of the stem, beginning of the petioles

output: Segmented leaves

1 // Decomposition of the 3D point cloud into supervoxel
2 superVoxelCloud ← getSuperVoxel (cloud);
3 // Build a graph with the supervoxel centroid, the foot of the stem and the

begging of the petiole
4 graph ← buildGraph (superVoxelCloud, stemFoot, petioleBeginning);
5 // Get the shorter path between the super voxel centroid and the foot of the

stem
6 listOfSuperVoxelCentroid ← getSuperVoxelCentroid (superVoxelCloud);
7 foreach superVoxelCentroid c in listOfSuperVoxelCentroid do
8 distSuperVoxelCentroidToOrgin[c] ← getShorterPath (graph, stem, c);
9 end

10 labelSuperVoxelCentroid ← ∅;
11 do
12 currentSuperVoxelCentroid ← getFarestSuperVoxelCentroid

(listOfSuperVoxelCentroid, distSuperVoxelCentroidToOrgin);
13 foreach petioleOrigine p in listOfPetioleOrigin do
14 distSuperVoxelCentroidToPetiole[p] ← getShorterPath (graph,

currentSuperVoxelCentroid, p);

15 end
16 label ← getNearestPetioleLabel (listOfPetioleOrigin,

distSuperVoxelCentroidToPetiole);
17 labelNeighborhood ← getLabelNeighborhood (currentSuperVoxelCentroid,

labelSuperVoxelCentroid);
18 if labelNeighborhood = ∅ then
19 labelSuperVoxelCentroid[currentSuperVoxelCentroid] ← label;
20 else
21 labelSuperVoxelCentroid[currentSuperVoxelCentroid] ← getBestLabel

(label, labelNeighborhood);

22 end
23 remove (currentSuperVoxelCentroid, listOfSuperVoxelCentroid);

24 while isEmpty (listOfSuperVoxelCentroid) = false;



(a) Super Voxel Cluster-
ing

(b) Super Voxel labelled (c) Leaves segmented

Fig. 6. Example of result of the fine leaves segmentation on sunflower

(a) Super Voxel
Clustering

(b) Super Voxel la-
belled

(c) Leaves segmented

Fig. 7. Example of result of the fine leaves segmentation on sorghum

In Figure 7(b) we can see that the algorithm missed a part of a leaf but the
main reason came from the resolution of the point cloud, we can observe a hole
in the cloud and the algorithm is not able to find the connectivity between the
two separate parts. As a result, the isolated part was ignored. Another limitaion
came from the position of the beginning of the petiole. The results given by the
stem segmentation algorithm used to extract the stem and the beginning of the
petiole can lead to a bad segmentation of the super voxels that are at the border
between two leaves. This issue came from the distance of the beginning of the
petiole that can be more or less close to the stem base.

3 Conclusion

This paper described a model-based plant segmentation method applies to mono-
cot and dicot plants with an effort made on the development of an original stem
segmentation in 3D point cloud acquired via Structure from Motion.

We first introduced our previous stem segmentation algorithm, acknowledg-
ing its results and limitations.Then, we showed how this algorithm was improved
by taking the curvature and variability of the radius of a stem into account. Af-
ter that, we made a brief reminder on how we segmented and labelled the leaves
and how we detected a problem of leaves merged in a same cluster. To solve this



problem, we presented a method that employs a supervoxel-based approach,
building on an idea presented in [11].

With an aim to better evaluate our method, some tests will be performed
with plant scientists in order to compare the classical phenotyping method with
our method. In the future, we will work on a way to be less dependent from the
position of the beginning of the petiole.
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