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Stability of distributed delay system with infinite support

Yassine Ariba, Frédéric Gouaisbaut, Alexandre Seuret and Kun Liu

Abstract—This paper is devoted to the stability analysis of infinite distributed delay systems. The basic idea is to model the original time-delay system into an interconnected feedback system in order to use robust analysis and especially quadratic separation. This approach has been widely used to study classical pointwise time-delay system. The stability analysis is performed by introducing new quadratic inequalities based on Laguerre polynomials particularly well fitted to deal with infinite distributed delay. It allows to develop new stability results which accuracy depends on the chosen polynomial degree.

I. INTRODUCTION

For several years, we have experienced a renewal in the study of the stability and stabilisation of delay systems [20]. Indeed, the study of stability is mainly carried out by using a Lyapunov-Krasovskii functional whose parameters are determined by means of a convex optimization scheme. For several years now, these functionals have become very efficient thanks to the relevant choices of their structure [21] which has become more complex and incorporates new states related to the partitioning of the delay [7], integral of states [5] or the projection of the infinite-dimensional delay state on an orthogonal polynomial basis [16]. This last feature also allows the use of very precise quadratic inequalities leading to very efficient LMI criteria. These inequalities, called Bessel inequalities, are all primarily based on the relevant choice of an inner product in $L_2$ and the use of a polynomial orthogonal basis. Thus, Legendre polynomials have been used to develop stability criteria for pointwise delay systems in a Lyapunov-Krasovskii functionals framework but also in a robust analysis setup [1]. Notice that these inequalities include the inequalities of Jensen [8] and Wirtinger [15] widely used in the literature on delay systems. Concerning distributed time-delay systems with a finite support, several papers have been devoted to the construction of Lyapunov functionals [3], [4], [5] (and references therein). The methodology involving orthogonal Legendre polynomials has also led to results reducing the conservatism of Lyapunov methods and keeping a relatively low numerical complexity [17], [6].

Attempts to study systems with distributed delay with an infinite support are more scarce. For instance, frequency approaches have been developed to study the stability of the traffic flow dynamics [13] or linear systems with gamma distributed delays [18]. These systems have also been studied under the angle of an extension of the functional [19]. The interest of such methods is mainly the development of new quadratic integral inequalities with infinite support of integration. This has led to the construction of new Lyapunov functionals, which, combined with optimization algorithms, allowed at least on examples, to obtain very encouraging results [19]. It should be noted that this approach has recently been extended by using terms that depend on a double integral in order to significantly improve the results [11].

The paper’s objective is to study this class of delay systems using robust analysis, a method that has already led to the development of robust stability conditions for constant delay systems (pointwise or distributed). We focus more specifically on the quadratic separation approach whose principle is to model the distributed delay system as a closed loop system between an uncertain dynamical system and a linear transformation. The novelty of the approach lies in the use of a new inner product taking into account the infinite support of the distributed delay system. The kernel of the distributed part is thus, within this framework, approximated by a sum of Laguerre polynomials which are orthogonal for the selected inner product. Notice that the approximation error is also taken into account in the rewriting of the original model. A new comparison model is therefore obtained, in which the uncertainty set, gathering the delay elements, can be precisely described by using a Bessel-Laguerre inequality. Using the quadratic separation theorem, a sequence of LMIs tests, in which conservatism decreases as the degree of Laguerre polynomials increases is then proposed. This approach has to be viewed as the robust counterpart of [12], where Laguerre polynomials have been also used in a Lyapunov framework.

Notations: Throughout the paper, the following notations are used. The sets $\mathbb{N}$, $\mathbb{R}$, $\mathbb{C}$ represent the set of non negative integer numbers, of real and complex number, respectively. The set $\mathbb{R}^{n \times m}$ is the set of matrices of $n$ rows and $m$ columns. $I_n$ and $0_{m \times n}$ denote respectively the identity matrix of size $n$ and null matrix of size $m \times n$. If the context allows it, the dimensions of these matrices will be omitted. For two symmetric matrices, $A$ and $B$, $A \succ (\succeq) B$ means that $A - B$ is (semi-) positive definite. $A^T$ denotes the transpose of $A$. $A^\perp$ stands for a full rank matrix whose columns span the null-space of $A$, i.e. $AA^\perp = 0$, $\text{diag}(A,B)$ stands for the block diagonal matrix $\text{diag}(A,B) = \begin{bmatrix} A & 0 \\ 0 & B \end{bmatrix}$. The notation $A^*$ represents the conjugate transpose of the complex matrix $A$. $L_2$ can be viewed as the space of square integrable functions with a finite energy: $\|f\|^2 = \int_{-\infty}^{\infty} |f(t)|^2 dt$.
\( f(t)dt \). \( H_2 \) is the function space which contains the Laplace transform of signals in \( L_2 \). \( H_\infty \) is the set of all functions \( F(s) \) such that \( \text{sup}_{\Re(s)\geq 0} \sigma(F(s)) \leq \infty \), where \( \sigma \) stands for the maximum singular value.

II. PROBLEM STATEMENT

Let us consider a distributed delay system of the form:

\[
\dot{x}(t) = Ax(t) + A_d \int_0^\infty K(\theta)x(t - \theta - h) d\theta, \tag{1}
\]

where \( x(t) \in \mathbb{R}^n \) is the state vector and is assumed to belong to \( L_2 \). \( A \) and \( A_d \in \mathbb{R}^{n \times n} \) are constant matrices. The constant delay \( h \) is unknown but belongs to an interval \([h_{\text{min}}, h_{\text{max}}]\). The initial condition is given by \( \phi \in C^1(-\infty, 0) \), where \( C^1(-\infty, 0) \) denotes the space of continuously differentiable functions \( \phi : (-\infty, 0) \rightarrow \mathbb{R}^n \) with the norm

\[
\|\phi\|_{C^1} = \sup_{s \in (-\infty, 0)} |\phi(s)| + \sup_{s \in (-\infty, 0)} |\phi'(s)|.
\]

The kernel function \( K \) is assumed to be a scalar function of the form

\[
K(\theta) = f(\theta)e^{-\alpha \theta},
\]

where the scalar function \( f \) is continuous and verifies

\[
\int_0^\infty f(\theta)e^{-\alpha \theta} d\theta < \infty \quad \text{with } \alpha \text{ a positive scalar. Following [19],}
\]

this specific inequality allows us to ensure that the integral in the distributed delay part is convergent. Taking the Laplace transform of (1), we obtain:

\[
(s1_n - A - A_d \int_0^\infty K(\theta)e^{-s\theta}e^{-sh} d\theta) x(s) = 0.
\]

We aim at assessing the stability of system (1) for a given kernel function \( K \) and a given maximal allowable constant gap delay \( h_{\text{max}} \). More precisely, following [9], the system is asymptotically stable for all delays \( h \) belonging \([0, h_{\text{max}}]\) if and only if

\[
\forall h \in [0, h_{\text{max}}], \forall s \in \mathbb{C}, \Re(s) \geq 0, \quad \det(s1_n - A - A_d \int_0^\infty K(\theta)e^{-s\theta}e^{-sh} d\theta) \neq 0.
\]

This paper proposes the use of a classical robust analysis approach to address this problem. Firstly, we will model the given system as an uncertain system [22]. Then in a second stage, the stability of the uncertain system will be studied using the Quadratic Separation approach [10], [14], recalled in the following subsection.

III. PRELIMINARIES

A. Quadratic separation Approach

The quadratic separation principle is a specific approach to the robust analysis/control [10], [14]. It consists of analyzing the stability of a specific feedback system as illustrated in Figure 1. This latter is composed of a linear singular system, with two real constant matrices \( E \) and \( A \), connected to a linear operator, with a complex matrix \( \nabla \). Basically, this operator encompasses the uncertain feature of the system, which can stem from uncertain parameters, nonlinear dynamics, delay dynamics [2]. It is assumed to belong to an uncertain set \( \mathbb{W} \). Hence, the methodological principle relies on the modelling of the system under study so as to obtain an interconnected system as shown in Figure 1. Then a stability result, stated in Theorem 1, is applied to derive a wellposedness condition for the original system. This last condition allows also to prove the robust stability if the uncertain set \( \mathbb{W} \) is well chosen.

![Feedback system](image)

**Fig. 1. Feedback system.**

**Theorem 1 ([14]):** The uncertain feedback system of Figure 1 is well-posed and stable if and only if there exists a Hermitian matrix \( \Theta = \Theta^* \) satisfying both conditions

\[
\begin{align*}
&\left[ E - A \right]^{\perp} \Theta \left[ E - A \right]^{\perp} > 0, \tag{2} \\
&\left[ \frac{1}{\nabla} \right]^{\perp} \Theta \left[ \frac{1}{\nabla} \right]^{\perp} \leq 0, \quad \forall \nabla \in \mathbb{W}. \tag{3}
\end{align*}
\]

In practice, inequality (3) is defined at the modelling step, according to the choice of operators in the feedback system. Then, the second inequality (2) is studied so as to design a stability condition to be tested.

B. Laguerre Polynomials

In [16], a generalized integral inequality has been introduced thanks to the use of the Bessel inequality together with the orthogonal sequence of Legendre polynomials. This formulation was adapted to the situation of distributed delay on finite support [17], but cannot be directly extended to the case of infinite support for the distributed delay term. Therefore, there is a need to formulate a new Bessel-like inequality dedicated to this situation, which is made possible through the use of Laguerre polynomials.

We define by \( \mathcal{M} \) the vector space of complex valued square integrable functions on \([0, \infty)\) with an exponential weight. For any functions in \( \mathcal{M} \), we define the Hermitian inner product useful for deriving some stability tests:

\[
\langle x, y \rangle = \int_0^\infty x(\theta)\tilde{y}(\theta)e^{-\alpha \theta} d\theta, \tag{4}
\]

where \( x \) and \( y \) belong to \( \mathcal{M} \). As in the definition of the kernel \( K(\theta) \), the same coefficient \( \alpha \) is used to define this specific inner product. Associated to this inner product, the Laguerre polynomials are also introduced.

**Definition 1 (Laguerre polynomials):** The Laguerre polynomials are defined by

\[
\forall k \in \mathbb{N}, \quad L_k(u) = \frac{e^u}{k!} \frac{d^k}{du^k} \left[ e^{-u} u^k \right],
\]
with $L_k(0) = 1$, for all $k \in \mathbb{N}$. These polynomials are orthogonal with respect to the following inner product, $\forall (k, l) \in \mathbb{N}^2$,

$$\int_0^\infty L_k(u)L_l(u)e^{-u}du = \begin{cases} 0, & k \neq l, \\ 1, & k = l. \end{cases}$$

In order to adapt the Laguerre polynomials to the inner product (4), the polynomial definition is slightly modified by a change of variable $u = \alpha \theta$. The new polynomials considered in this paper are then of the form:

$$\forall k \in \mathbb{N}, \quad L_k(\theta) = \frac{e^{\alpha \theta}}{k!} \frac{d^k}{d\theta^k} \left[ e^{-\alpha \theta} \theta^k \right].$$

Notice that in this case, we have:

$$\langle L_k, L_l \rangle = \frac{1}{\alpha} \kappa_{kl},$$

where $\kappa_{kl}$ is the Kronecker function. We now propose a first result that will be used later in the modelling part.

**Lemma 1:** The derivative of polynomials $L_k$, defined in (6), can be expressed as a recurrence relation:

$$\begin{cases} \frac{d}{d\theta} L_k(\theta) = -\alpha L_{k-1}(\theta) + \frac{d}{d\theta} L_{k-1}(\theta), \\ L_0(\theta) = 1. \end{cases}$$

Hence, we also have

$$\frac{d}{d\theta} L_k(\theta) = -\alpha \sum_{l=0}^{k-1} L_l(\theta).$$

**Proof:** Let us express the derivative of (6):

$$\begin{aligned} \frac{d}{d\theta} L_k(\theta) &= \frac{d}{d\theta} \left( \frac{e^{\alpha \theta}}{k!} \frac{d^k}{d\theta^k} \left[ e^{-\alpha \theta} \theta^k \right] \right) \\ &= \frac{e^{\alpha \theta}}{(k-1)!} \frac{d^{k-1}}{d\theta^{k-1}} \left[ e^{-\alpha \theta} \theta^{k-1} \right] \\ &= \frac{e^{\alpha \theta}}{(k-1)!} \frac{d^{k-1}}{d\theta^{k-1}} \left[ -\alpha e^{-\alpha \theta} \theta^{k-1} \right] \\ &= \frac{e^{\alpha \theta}}{(k-1)!} \frac{d^{k-1}}{d\theta^{k-1}} \left[ -\alpha L_{k-1} \right] \\ &= \frac{e^{\alpha \theta}}{(k-2)!} \frac{d^{k-2}}{d\theta^{k-2}} \left[ e^{-\alpha \theta} \theta^{k-2} \right], \end{aligned}$$

which concludes the proof.

### IV. STABILITY ANALYSIS

**A. Modeling of the original system**

A first step is to model the original system into an interconnected uncertain comparison system whose stability ensures the stability of the original time delay system. In order to benefit from the Laguerre polynomials properties, function $f$ is reworded as

$$f(\theta) = \sum_{k=0}^{r} a_k L_k(\theta) + g_r(\theta)$$

where $r$ is the degree of the polynomial and the coefficients $a_k$ are computed with the orthogonal projection of the function on the associated Laguerre polynomials,

$$a_k = \frac{\langle f, L_k \rangle}{\langle L_k, L_k \rangle}, \quad \forall k = 0, \ldots, r.$$
emphasizing the relationship between the infinite part of the system and the extra states $x_k$ and $x_g$. To this end, we introduce a set of transfer functions as
\[
\begin{align*}
\delta_k(s) &= \int_0^\infty L_k(\theta)e^{-\alpha \theta}d\theta, \\
\delta_g(s) &= \int_0^\infty g_r(\theta)e^{-\alpha \theta}d\theta.
\end{align*}
\]

At this stage, the extended time delay system (8) can be modeled as an uncertain interconnected system. It can be done by considering the following complex valued matrix
\[
\nabla(s) = \begin{bmatrix}
\begin{array}{c}
s^{-11_{(r+2)n}}
\end{array}
\begin{array}{c}
e^{-sh}1_n
\end{array}
\frac{1-e^{-sh}}{s}1_n
\delta_0 1_n
\vdots
\delta_r 1_n
\delta_g, 1_n
\end{bmatrix}.
\]

Interconnecting the signals
\[
w(t) = \begin{bmatrix}
\begin{array}{c}
x(t)
\end{array}
\begin{array}{c}
x_0(t)
\end{array}
\vdots
\begin{array}{c}
x_r(t)
\end{array}
\begin{array}{c}
x(t-h)
\end{array}
\end{bmatrix} ; \\
z(t) = \begin{bmatrix}
\begin{array}{c}
\dot{x}(t)
\end{array}
\begin{array}{c}
\dot{x}_0(t)
\end{array}
\vdots
\begin{array}{c}
\dot{x}_r(t)
\end{array}
\begin{array}{c}
x(t-h)
\end{array}
\end{bmatrix}
\]

with $W(s) = \nabla(s)Z(s)$, in the Laplace domain. Using the definition of the augmented system (8), a linear transformation of the form $\mathcal{E}Z(s) = AW(s)$ linking $W(s)$ and $Z(s)$ can be built with
\[
\mathcal{E} = \begin{bmatrix}
1_{(r+6)n}
0_{(r+2)n \times (r+6)n}
\end{bmatrix},
\]
\[
A = \begin{bmatrix}
A_{\delta_d} & 0 & 0 & 0 & A_d \\
0 & U & E & 0 & 0 \\
1 & 0 & 0 & 0 & 0 \\
A_{\delta_d} & 0 & 0 & 0 & A_d \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
1 & 0 & -1 & 0 & 0 \\
0 & 1 & 0 & 0 & -1 \\
0 & 1 & 0 & 0 & -1 \\
\end{bmatrix},
\]
\[
E = \begin{bmatrix}
1 \\
1 \\
\vdots \\
1
\end{bmatrix},
U = \begin{bmatrix}
-\alpha 1 & 0 & \ldots & 0 \\
-\alpha 1 & -\alpha 1 & 0 & \ldots \\
\vdots & \vdots & \ddots & \vdots \\
-\alpha 1 & -\alpha 1 & \ldots & -\alpha 1
\end{bmatrix},
\]
\[
A_d = [A_{d0} \ A_{d1} \ldots \ A_{dr}].
\]

### B. Construction of quadratic constraints

The original time-delay has been modeled as an interconnected system depicted in Figure 1 and the next step is to find a so-called separator $\Theta$ such the inequality (3) is satisfied. Since, the uncertain complex valued matrix $\nabla(s)$ is a block diagonal matrix, a separator of the same structure is developed, that is a separator for each component of $\nabla(s)$. The next Lemmas recall some separators classically used in the literature of robust analysis of time-delay systems [2].

**Lemma 2:** A quadratic constraint for $s^{-1}$ is given by the following inequality for any positive definite matrix $P$ in $\mathbb{R}^{n \times n}$,
\[
\forall s \in \mathbb{C}, \ Re(s) \geq 0, s \neq 0,
\begin{bmatrix}
1_n
0
\end{bmatrix}^T \left[ \begin{bmatrix}
0 & -P
\end{bmatrix} \begin{bmatrix}
1_n
s^{-1}1_n
\end{bmatrix} \right] \leq 0.
\]

**Lemma 3:** A quadratic constraint for $e^{-hs}$ is given by the following inequality for any positive definite matrix $Q_1$ in $\mathbb{R}^{n \times n}$,
\[
\forall s \in \mathbb{C}, \ Re(s) \geq 0,
\begin{bmatrix}
1_n
0
\end{bmatrix}^T \left[ \begin{bmatrix}
0 & -Q_1
\end{bmatrix} \begin{bmatrix}
0
Q_1
\end{bmatrix} \begin{bmatrix}
1_n
\end{bmatrix} \right] \leq 0.
\]

**Lemma 4:** A quadratic constraint for $\mu = (1 - e^{-hs})s^{-1}$ is given by the following inequality for any positive definite matrix $Q_2$ in $\mathbb{R}^{n \times n}$,
\[
\forall s \in \mathbb{C}, \ Re(s) \geq 0,
\begin{bmatrix}
1_n
\mu 1_n
\end{bmatrix}^T \left[ \begin{bmatrix}
0 & -h_{\max}Q_2
\end{bmatrix} \begin{bmatrix}
0
Q_2
\end{bmatrix} \begin{bmatrix}
1_n
\mu 1_n
\end{bmatrix} \right] \leq 0.
\]

Proofs of Lemma 2, 3 and 4 can be found in [2]. The next Lemma is dedicated to the design of a separator for the new operator $[\delta_1 1_n \ldots \delta_r 1_n]^T$.

**Lemma 5:** A quadratic constraint for $[\delta_1 1_n \ldots \delta_r 1_n]^T$ is given by the following inequality for any positive definite matrix $R_1$ in $\mathbb{R}^{n \times n}$,
\[
\begin{bmatrix}
1_n
\delta_0 1_n
\vdots
\delta_r 1_n
\end{bmatrix}^T \begin{bmatrix}
-\alpha R_1 & 0 & \ldots & 0
0 & R_1 & \ldots & 0
\vdots & \vdots & \ddots & \vdots
0 & 0 & \ldots & R_1
\end{bmatrix} \begin{bmatrix}
1_n
\delta_0 1_n
\vdots
\delta_r 1_n
\end{bmatrix} \leq 0.
\]

**Proof:** Let us apply the Bessel inequality to the delay transfer function $e^{-s\theta}$ with the orthonormal sequence $\{L_0, \ldots, \sqrt{\alpha}L_k, \ldots, \sqrt{\alpha}L_r\}$:
\[
\langle e^{-s\theta}, e^{-s\theta} \rangle \geq \sum_{k=0}^r \langle e^{-s\theta}, \sqrt{\alpha}L_k \rangle^2 \geq \sum_{k=0}^r \alpha \delta_k \delta_k^*.
\]

Since $\langle e^{-s\theta}, e^{-s\theta} \rangle$ is bounded by $1/\alpha$, we have
\[
\sum_{k=0}^r \alpha \delta_k \delta_k^* \leq \frac{1}{\alpha},
\]
\[
\sum_{k=0}^r \delta_k \delta_k^* \leq \frac{1}{\alpha^2}.
\]
This last inequality can then be directly extended to
\[[\delta_1, \ldots, \delta_n, \ldots, \delta_{r, n}]^T\] using a matrix \(R_1 > 0\) following the approach proposed in [2], which concludes the proof.

The next step is therefore to propose a separator for \(\delta_p\).

Lemma 6: A quadratic constraint for \(\delta_p\), is given by the following inequality for any positive definite matrix \(R_2\) in \(\mathbb{R}^{n \times n}\),

\[
\forall s \in \mathbb{C}, \text{Re}(s) \geq 0,

\begin{bmatrix}
1_n \\
\delta_p, 1_n
\end{bmatrix}^* \begin{bmatrix}
-\lambda, R_2 \\
0 \\
R_2
\end{bmatrix} \begin{bmatrix}
1_n \\
\delta_p, 1_n
\end{bmatrix} \leq 0,
\]

with
\[
\lambda = \left(\int_0^\infty |g(\theta)| e^{-\alpha \theta} d\theta\right)^2.
\]

Proof: Let us express the norm of \(\delta_p\):

\[
\delta_p \delta_p^T = \left(\int_0^\infty |g_r(\theta)| e^{-\alpha \theta} e^{-\alpha \theta} d\theta\right)^2
\]

\[
\leq \left(\int_0^\infty |g_r(\theta)| e^{-\alpha \theta} e^{-\alpha \theta} d\theta\right)^2
\]

\[
\leq \left(\int_0^\infty |g_r(\theta)| e^{-\alpha \theta} d\theta\right)^2 = \lambda.
\]

This last inequality can then be extended straightforwardly to \(\delta_p, 1_n\) introducing a weighting matrix \(R_2\) [2].

Finally, concatenating all the separators for each operator, we proposed the following separator for \(\nabla(s)\).

Lemma 7: Assume there exist positive definite matrices \(P, Q_1, Q_2, R_1, R_2\), then a matrix \(\Theta\) of the form

\[
\Theta = \begin{bmatrix}
\Theta_{11} & \Theta_{12} \\
\Theta_{12}^T & \Theta_{22}
\end{bmatrix}
\]

(12)

with

\[
\Theta_{11} = \text{diag}(0, -Q_1, -h^{2}_{\max} Q_2, -\frac{1}{\alpha} R_1, -\lambda, R_2),
\]

\[
\Theta_{12} = \text{diag}(-P, 0, 0, 0, 0),
\]

\[
\Theta_{22} = \text{diag}(0, Q_1, Q_2, R_1, \ldots, R_1, R_2),
\]

is a separator for \(\nabla(s)\) defined by equation (9). The inequality (3) is then fulfilled, for all \(s \in \mathbb{C}, \text{Re}(s) \geq 0, s \neq 0\).

Proof: The proof is omitted because it is a direct combination of previous Lemmas.

C. Stability results

Having modeled the system (1) as an uncertain interconnected system and having characterized the uncertainty \(\nabla(s)\) with Lemma 7, a stability theorem is proposed.

Theorem 2: For a given constant \(h_{\max}\), if there exist positive definite matrices \(P \in \mathbb{R}^{n(r+2) \times n(r+2)}, Q_1, Q_2, R_1\) and \(R_2 \in \mathbb{R}^{n \times n}\), such that the following LMI is satisfied:

\[
[\begin{bmatrix}
\mathcal{E} & -\mathcal{A}
\end{bmatrix}]^T \Theta [\begin{bmatrix}
\mathcal{E} & -\mathcal{A}
\end{bmatrix}] > 0,
\]

where matrices \(\mathcal{E}, \mathcal{A}\) and \(\Theta\) are defined in (10), (11) and (12), then the system (1) is asymptotically stable for any constant gap \(h \leq h_{\max}\).

Proof: It has been proved that using extended states \(x_k\), the original system (1) could be modeled as in Figure 1 with the uncertain matrix \(\nabla(s)\) defined in (9) and the linear transformation defined by (10), (11). Using Lemma 7, a separator \(\Theta\) defined in (12) allows to satisfy the condition (3). Hence, Applying Theorem 1, the feedback system is well-posed if the first condition (2) is also satisfied with \(\mathcal{E}, \mathcal{A}\) and \(\Theta\) defined in (10), (11) and (12). Following therefore [2], it can be proved that the well-posedness of the feedback system implies that there do not exist eigenvalues of the distributed delay system on the right half plane, that is

\[
\forall h \leq h_{\max}, \forall s \in \mathbb{C}, \text{Re}(s) \geq 0,
\]

\[
\det(sI_1 - A - A_d \int_0^\infty K(\theta)e^{-\theta s}e^{-\theta h}d\theta) \neq 0.
\]

which concludes the proof.

Remark 1: The stability condition as stated in Theorem 2 is delay-dependent since it proves the stability of (1) for any constant gap \(h\) lower than a prescribed upper bound \(h_{\max}\). If the third operator \((1 - e^{-\theta h})/s\) in (9) is removed, adjusting correspondingly\(^1\) matrices \(\mathcal{E}, \mathcal{A}\) and \(\Theta\) in (10)-(11)-(12), an independent-of-delay (IOD) stability condition is provided.

Remark 2: Theorem 2 can be viewed as the robust approach counterpart of a Lyapunov-Krasovskii functional proposed recently in [12] defined by

\[
V_r(x_t) = \zeta_r^T(t) P \zeta_r(t) + h \int_{h}^{t} \int_{h}^{\theta} \dot{x}^T(s) Q_2 \dot{x}(s) ds d\theta
\]

\[
+ \int_0^t \int_{t-h}^{\theta-h} e^{-\theta s} x^T(s) R_1 x(s) ds d\theta,
\]

where \(P, Q_2, R_1\) are positive definite matrices and \(\zeta_r(t)\) is an extended state which takes into account the projections of the state on Laguerre polynomials

\[
\zeta_r(t) = \begin{bmatrix}
\int_0^{+\infty} L_0(\theta)x(t - \frac{1}{\alpha} \theta - h)e^{-\theta d\theta} \\
\vdots \\
\int_0^{+\infty} L_r(\theta)x(t - \frac{1}{\alpha} \theta - h)e^{-\theta d\theta}
\end{bmatrix}.
\]

V. NUMERICAL EXAMPLES

A. Example 1

The model in this first example is extracted from [19], and represents the traffic flow dynamic of cars on a ring [13]. The system is expressed as (1) with

\[
A = \begin{bmatrix}
-2 & 0 \\
0 & -2
\end{bmatrix} \quad \text{and} \quad A_d = \begin{bmatrix}
0 & 2 \\
2 & 0
\end{bmatrix}.
\]

\(^1\)That is, removing the fourth and seventh rows from matrices \(\mathcal{E}\) and \(\mathcal{A}\), and removing the fourth column in \(\mathcal{A}\) and the two rows/columns associated to the matrix \(Q_2\) in the separator \(\Theta\).
2. The conservatism depends on the chosen degree for the last inequality makes it possible to obtain LMI conditions for the Laguerre polynomials and the Bessel-Laguerre inequality. This is embedded into uncertainties. These uncertainties are then used to study the stability problem. Within this framework, using quadratic functionals, we have transform the problem as a robust problem. 

\[ \lambda \]
of the Laguerre polynomial basis is, the lower the remainder bound \( r \). Hence, conservatism is reduced as \( r \) increases and a larger maximum allowable gap is found.

\[ \alpha \]

### Example 2

Let consider the following scalar example:

\[ \dot{x}(t) = 0.2 x(t) - 5 \int_0^\infty \frac{1 + \theta}{5 + \theta} e^{-4\theta} x(t - \theta - h) d\theta. \]  
\[ (13) \]

Notice that removing the delayed part, the system is unstable. According to our modeling, we have \( f(\theta) = \frac{1 + \theta}{5 + \theta} \) and \( \alpha = 4 \). The function \( f \) being a rational fraction, the projection on the Laguerre polynomials sequence won’t be exact. Theorem 2 allows to establish the stability of (13) for any value of the gap \( h \) lower than a certain upperbound as stated in Table I. One can observe that the higher the order \( r \) of the Laguerre polynomial basis is, the lower the remainder bound \( \lambda_r \) is. Hence, conservatism is reduced as \( r \) increases and a larger maximum allowable gap is found.

### VI. Conclusion

In this paper, we have studied the stability of a class of distributed delay systems with infinite support. Unlike the classical approach based on the construction of Lyapunov functionals, we have transform the problem as a robust stability problem. Within this framework, using quadratic separation, all the distributed delay transfer functions are embedded into uncertainties. These uncertainties are then characterized by quadratic inequalities. To this end, we proposed to develop new inequalities based on the use of Laguerre polynomials and the Bessel-Laguerre inequality. This last inequality makes it possible to obtain LMI conditions whose conservatism depends on the chosen degree for the Laguerre polynomials.

### Table I

<table>
<thead>
<tr>
<th>sequence order ( r )</th>
<th>maximum allowable gap ( h )</th>
<th>remainder bound ( \lambda_r )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>2.96</td>
<td>( 4.1 \times 10^{-9} )</td>
</tr>
<tr>
<td>1</td>
<td>3.39</td>
<td>( 2.1 \times 10^{-7} )</td>
</tr>
<tr>
<td>2</td>
<td>3.43</td>
<td>( 2.3 \times 10^{-9} )</td>
</tr>
<tr>
<td>3</td>
<td>3.43</td>
<td>( 4.3 \times 10^{-11} )</td>
</tr>
</tbody>
</table>

The kernel is a gamma distribution

\[ K(\theta) = \frac{\theta^{N-1}e^{-\frac{\theta}{T}}}{T^N(N-1)!} \]

for a given \( N \) and a given \( T \). For \( N = 1 \) and \( N = 2 \), [19] has shown that the system is stable for \( (T, h) \in [0, 1000] \times [0, 1000] \). This result is recovered with Theorem 2. It can be proved that it is actually IOD stable, for both \( N = 1 \) and \( N = 2 \), with a slight modification in Theorem 2 (see Remark 1).

Note that for \( N = 1 \), it is sufficient to set \( r = 0 \) since in that case the function \( f \) is constant: \( f(\theta) = \frac{1}{T} \). When \( N = 2, a \) zero \( r \) is not enough for this example and a first order Laguerre polynomial \( (r \geq 1) \) is necessary to prove the stability, the remainder operator bound \( \lambda \) being too high otherwise. For instance, for \( T = 2 \) and \( h = 100 \), when \( r = 0 \) the bound \( \lambda \) equals 0.54 while it vanishes to 0 when \( r = 1 \).
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