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Abstract

This paper considers the identifiability problem for a model
given by aerospace domain describing aircraft dynamics with
time delays. Analytic and algebraic approaches are used to
show how different approximations derived from the original
non linear and retarded system may result in different identifi-
ability conclusions.

1 Introduction

System identification based on physical laws often involves pa-
rameter estimation. Before performing estimation problem, it
is necessary to investigate its identifiability. It is a mathemat-
ical and a priori problem. This paper is concerned with the
identifiability of a model given by aerospace domain describ-
ing aircraft dynamics. This model is derived from the general
equations of motion:

{

mdV
dt

=
∑

Fe
dC
dt

=
∑

Me
, (1)

where dV
dt

denotes the acceleration of the gravity center, C the
kinetic moment,

∑

Fe the sum of the forces acting on the air-
craft and

∑

Me the moment of these forces. In order to im-
prove the model accuracy, the input which consists here in the
turbulence, is supposed to act at three different points of the
fuselage. Let σi denote the shift operator associated to τi > 0,
and defined for some function w(t) by:

(σiw)(t) := w(t− τi), i = 1, .., 3, (2)

and let also τ3 = τ2 − τ1. The projection of equations (1) on
the aerodynamic reference frame of the aircraft yields the fol-
lowing non linear and retarded equations [4]:
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V̇ = k0 sin(θ − α) + V 2(k1 + k2α),

V (θ̇ − α̇) = k0 cos(θ − α) + k3 q V + V 2 [k4+
p1 (α+ u) + p2 (α+ σ1u)+
p3(α+ σ2u) + p3 p4(σ3α+ σ2u)],

q̇ = k5 q V + V 2 [k6 + p5 (α+ u)+
p6(α+ σ1u) + p7(α+ σ2u)+
p4 p7 (σ3α+ σ2u)],

θ̇ = q,
(3)

where V denotes the speed of the aircraft, α the angle of attack,
θ the pitch angle, q the pitch rate, and u the input. The set of
parameters ki, i = 0, ..., 6 is assumed a priori known (here for
instance k0 = g, the gravity coefficient) and doesn’t need to be
estimated. The state vector is defined by:

x := (V, α, q, θ)T (4)

and is also assumed available from measurements. In this paper
we are interested in the identifiability of the set:

p = (p, τ1, τ2) with p = (p1, ..., p7). (5)

The vector p is assumed in some subset Ω of R
9, and the main

problem in our case comes from the introduction of the delays
in the set of unknown parameters. To our knowledge, there is
no existing method for solving the identifiability problem for
general non linear and retarded systems with a priori unknown
delays.

The aim of this paper is to show how different approxima-
tions derived from the original non linear and retarded system
may result in different identifiability conclusions. The presen-
tation is organized as follows: Section 2 presents an analytic
approach based on the linearization of the model in the vicinity
of a nominal trajectory. An algebraic approach is developed
in Section 3, where the nonlinearities are maintained while the
retarded terms are assumed known or approximated using Tay-
lor expansion or Padé approximation. Section 4 presents some
concluding remarks. Most of the computations related to the
aircraft models are implemented in Maple, a symbolic compu-
tation language.

2 Analytic approach

2.1 Identifiability of time-delay systems

The result presented in this section is mainly derived from the
(non) regularity of the impulse response [1]. Consider the fol-
lowing linear time delay system:

TQ : ẋ(t) =

r
∑

i=0

Aix(t− τi) +Bi u(t− τi), (6)

where 0 ≤ τ1 < ... < τr, x(t) ∈ R
n and u(t) ∈ R

m. The
above equation is subject to an initial condition x0(θ) = φ(θ),
−τr ≤ θ ≤ 0,which is assumed sufficiently smooth. The set of



unknown parameters is given here by the coefficient matrices
and time delays:

Q = {A1, ..Ar, B1, ..Br, τ1, ..τr}. (7)

Equation (6) is known to have a unique solution given any lo-
cally integrable u(.) [2]. Denoting x(Q, u) a solution of (6)
for a given Q in some set Ω and any sufficiently smooth initial
condition x0, the problem of identifiability is stated as follows:

Definition 1 The system TQ is said to be (globally) identifi-
able at Q with respect to Ω if there exists an input u such
that, for any Q∗ ∈ Ω, the equality Q = Q∗ results from
x(Q, u) = x(Q∗, u).

Similarily, local identifiability can be defined so that TQ is said
to be locally identifiable at Q if there exists a neighborhood W
in Ω such that the system is globally identifiable with respect
to W . Furthermore, in most models there exist atypical points
in Ω where the model is unidentifiable. Therefore, the previ-
ous definition can also be generically extended so that TQ is
said to be (globally) structurally identifiable if it is (globally)
identifiable at all Q ∈ Ω except at the points of a subset of
zero measure in Ω. Now for s ∈ C, let us define the entire
(matrix-valued) functions:

A(s) =

r
∑

i=0

Ai e
−τis, B(s) =

r
∑

i=0

Bi e
−τis, (8)

〈A(s), B(s)〉 =
[

B(s), A(s)B(s), ..., An−1(s)B(s)
]

. (9)

Theorem 2 [1] Assume that, for some s ∈ C,

rank 〈A(s), B(s)〉 = n. (10)

Then the time delay system TQ is (structurally globally) iden-
tifiable.

2.2 Application to the linearized aircraft dynamic

The considered airplane dynamics (3) can be written in the
equivalent from:

Σp : ẋ = f(x, σ3x, u, σ1u, σ2u, p) (11)

for some appropriate non linear function f . From (3), one can
easily check that the obtained function f is continuously differ-
entiable w.r.t. all its arguments. The time invariant linearized
model is obtained assuming the knowledge of a nominal and
constant trajectory (i.e. x(t) = xe, u(t) = ue, available for
instance from the system’s history before the turbulent atmo-
sphere). If y(t) and w(t) denote the state and control perturba-
tions, linearization of (11) results in the time delay system:

Υp : ẏ(t) =
3
∑

i=0

Ai(p) y(t− τi) +Bi(p)w(t− τi) (12)

where the matrices of constant coefficients are given by [9]:

Ai(p) = ∇x(t−τi) f(., p)|e, (13)

Bi(p) = ∇u(t−τi) f(., p)|e, (14)

and ∇z(t−τi) f(., p)|e is the Jacobian matrix of f with respect
to z(t − τi) (for ease of notations, we have let τ0 := 0). The
identifiability of the linearized system Υp can be formulated in
the same terms as Definition 1, except that we are concerned
here with the set p = (p, τ1, τ2) rather than Q in (7). However,
it is clear that identifiability of the system TQ at Q implies that
of Υp at p if one shows that the map:

p = (p, τ1, τ2)→ Q(p) (15)

where

Q(p) =
[

A0(p), ..., A3(p), B0(p), ..., B3(p), τ1, .., τ3
]

, (16)

is injective. Since τ3 = τ2−τ1, the delay case is obvious and it
remains to show that the knowledge of the coefficient matrices
Ai(p) and Bi(p) uniquely determines the set p = (p1, ..., p7).
Using the equilibrium point equations, a straightforward com-
putation of the nonzero entries of A1, B0, B1and B2, yields the
reduced matrix:

Qr(p) =

(

−Vep3p4 −Vep1 −Vep2 −Vep3(1 + p4)
V 2
e p7p4 V 2

e p5 V 2
e p6 V 2

e p7(1 + p4)

)

(17)
where Ve is the nominal speed of the aircraft. It is easily seen
from (17) that

Qr(p) = Qr(p
∗)⇒ p = p∗, (18)

and hence the map Q in (16) is injective. Therefore, and by
virtue of Theorem 2, identifiability of Υp is ensured at p if, for
some s ∈ C,

rank 〈A(p, s), B(p, s)〉 = n, (19)

where

A(p, s) =

3
∑

i=0

Ai(p)e
−τis, B(p, s) =

3
∑

i=0

Bi(p)e
−τis. (20)

The use of the symbolic computation language Maple gives
rank 〈A(p, 0), B(p, 0)〉 = 4 which shows the structural global
identifiability of the linearized system.

Unlike the free delay case where the properties one can
obtain from the linearized system still hold for the original
plant in the vicinity of the linearization point, the extension
of such result to the retarded case is still an open problem.
The linearized aircraft model is identifiable but it is not known
whether or not the identifiability of the linearization implies
that of the nonlinear model with delay.



3 Algebraic approach

3.1 Input-output approach for testing Identifiability

The input-output approach can be used to test identifiability of
some non linear systems. This method is based on differential
algebra [7] and consists in rewritting, when it is possible, the
non linear system as a differential polynomial system that will
be completed with ṗ = 0 where p is the vector of parameters
of the system. The resulting system Γp can be described by the
following polynomial system:

Γp







R(ẋ, x, u, u̇, p) = 0,
S(x, y, p) = 0,
ṗ = 0.

(21)

The notion of identifiability is strongly connected to observ-
ability. In the 90s Fliess and Diop propose a new approach of
nonlinear observability and identifiability, based on differential
algebra [6]. The initial conditions are ignored as they are in the
model Γp. A solution of Γp is a triplets of functions (x, y, u)
which satisfies all the equations of the model. Thus, the solu-
tion of these equations may not be unique and some solutions
may be degenerate. Therefore the set of non-degenerate solu-
tions x̄(p, u), ȳ(p, u), corresponding to every possible initial
condition, have to be involved in the identifiability definition.
Here we adopt the definition introduced in [8].

Definition 3 The model Γp is globally identifiable with respect
to Ω at p if for any p∗ ∈ Ω, p∗ 6= p there exists a control u, such
that ȳ(p, u) 6= ∅ and ȳ(p, u) ∩ ȳ(p̃, u) = ∅.

The previous definition is well in line with the usual formu-
lation [10] which consider initial conditions: If ȳ(p, u) =
ȳ(p∗, u) then p = p∗. As in the previous section, local and
structural identifiability can also be defined in the same man-
ner. In this approach I is the radical of the differential ideal
generated by the equations of Γp and the ranking:

[p] ≺ [y, u, u̇] ≺ [x] (22)

is chosen in order to eliminate the state variables. In general, I
should be written as the intersection of regular differential ide-
als which admit a characteristic presentation. A characteristic
presentation [3] is a set of polynomials which is a canonical
representant of the ideal. Generally several characteristic pre-
sentations are obtained but only one gives general input-output
polynomials which allow us to analyze identifiability of param-
eters. The others correspond to particular cases of value of pa-
rameters or degenerate solutions. The method is validate by
checking the independence of some monomials in y, u and
their derivatives occuring in the input-output polynomials.

The computation are achieved with an algorithm implemented
in Maple [5]. It is based on the Rosenfeld-Groebner algorithm
which has been realized and implemented by F. Boulier in the
package Diffalg [3].

3.2 The case of known delays

In case of a priori known delays τ1and τ2, the data x(t − τi)
and u(t − τi) become available and it is easy to show that Σp

is globally identifiable at p. First, it is clear from (3) that the
identifiablity of p (as well as that of p) only depends on the
second and third equations. Let us define F1(x, ẋ) and F2(x, ẋ)
such that:

V 2F1(x, ẋ) = V (θ̇ − α̇)− k0 cos(θ − α)

−k3qV − V 2k4, (23)

V 2F2(x, ẋ) = q̇ − k5qV − V 2k6 (24)

This allows us to rewrite the original problem in the polynomial
form (21) as:

Σp























w1 = p1(α+ u) + p2(α+ σ1u)
+p3(α+ σ2u) + p3p4(σ3α+ σ2u)

w2 = p5(α+ u) + p6(α+ σ1u)
+p7(α+ σ2u) + p4p7(σ3α+ σ2u)

y1 = w1, y2 = w2, y3 = α, y4 = α̇, ṗ = 0,

(25)

where w1 = F1(x, ẋ), w2 = F2(x, ẋ), α and α̇ are measured
outputs which are equal respectively to y1, y2, y3 and y4. When
τ1 6= τ2, the algorithm described in section 3.1 returns the fol-
lowing exhaustive summary from which the global identifiabil-
ity of p is clear:

{p1, p2, p3, p3p4, p5, p6, p7, p4p7} . (26)

Now, when the delays are unknown, the presented approach is
unusable unless one approximates the retarded terms. Among
all possible approximations, expansion in Taylor series and
Padé approximants are selected.

3.3 Taylor expansion

Approximation of the shift operator σi in (2) by a expansion in
Taylor serie at first order has the form:

(σiw)(t) ≈ w(t)− τiẇ(t), i = 1, 2, 3. (27)

Using the previous considerations, the original problem is
transformed into the the polynomial form:

T p























w1 = p1(α+ u) + p2(α+ u− τ1u̇)
+p3(α+ u− τ2u̇) + p3p4(α+ u− τ3α̇− τ2u̇),

w2 = p5(α+ u) + p6(α+ u− τ1u̇)
+p7(α+ u− τ2u̇) + p4p7(α+ u− τ3α̇− τ2u̇),

y1 = w1, y2 = w2, y3 = α, y4 = α̇, ṗ = 0,
(28)

where w1 = F1(x, ẋ), w2 = F2(x, ẋ) ,α and α̇ are measured
outputs. The previous algorithm yields one characteristic pre-
sentation which contains two input-output polynomials in y1,
y2, (y3+u), u̇ and y4, and the following exhaustive summary:

(p1 + p2 + p3 + p3p4), (p2τ1 + p3τ2 + p3p4τ2), p3p4τ3,

(p5 + p6 + p7 + p7p4), (p6τ1 + p7τ2 + p7p4τ2), p7p4τ3.



We can just notice here that 6 terms are given for the identifia-
bility of 9 parameters. Therefore, the approximated system T p

is neither globally nor locally identifiable. Moreover, even in
case of a priori known delays, the linearization (27) resulted in
a loss of identifiability of the original plant Σp.

3.4 Padé approximants

The delay expression in frequency domain is given by an expo-
nential function which is approached with Padé approximants
at first order by e−sτi ≈ (1 − sτi

2 )/(1 + sτi

2 ). In the time
domain, this yields the differential equations:

(σiw)(t) +
τi
2

˙(σiw)(t) = w(t)−
τi
2
ẇ(t), i = 1, 2, 3. (29)

With this approximation, one has to define new state vari-
ables zi(t), i = 1, 2, 3 which consists in the unknown terms
σ1u, σ2u, and σ3α. The set of polynomial is now given by:

Dp















































w1 = p1(α+ u) + p2(α+ z1) + p3(α+ z2)+
p3p4(z2 + z3),

w2 = p5(α+ u) + p6(α+ z1) + p7(α+ z2)+
p4p7(z2 + z3),

τ1ż1 = 2(−z1 + u)− τ1u̇,
τ2ż2 = 2(−z2 + u)− τ2u̇,
τ3ż3 = 2(−z3 + α)− τ3α̇,
y1 = w1, y2 = w2, y3 = α, y4 = α̇, ṗ = 0.

(30)
The previous algorithm gives the general characteristic presen-
tation which contains two input-output polynomials which are
too large to be written here. The exhaustive summary of the pa-
rameters in the set p is analyzed with the same algorithm which
conclude to the structural global identifiability of Dp.

4 Conclusion

This paper presents some approaches for the parameters and
delays identifiability of aircraft dynamics which consist in a
non linear and retarded system. We have shown that if the de-
lays are known, the nonlinear model is identifiable. In case
of unknown delays, the classical methods to test identifiability
can’t be applied. More importantly, it is shown how different
approximated models can lead to opposite results. An approx-
imation of the delays based on Taylor’expansion at first order
yields a model which is neither globally nor locally identifi-
able, while the Pade approximants, as well as a linearization
of the model in the vicinity of a nominal trajectory lead to a
structurally identifiable system. New results showing to what
extend the properties one can obtain from an approximated sys-
tem still hold for the original nonlinear and retarded ar still
expected. However, under some appropriate assumptions, the
identifiable approximated models could be used to estimate the
parameters and the delays. Another open problem concerns ro-
bustness since, throughout this paper we have assumed perfect
data.
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