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Abstract

Psychological studies on human interactions made sur-
face the notion Perspective Taking. This notion, referring to
reason on other persons’ points of view, eases the commu-
nication between interacting individuals. For a robot inter-
acting with people, we believe that Perspective Taking can
play an important role that will allow the robot to under-
stand, reason and act according to human’s point of view
thus allowing an efficient communication and cooperation.

In this paper, we propose a group of algorithms to evalu-
ate and generate robot configurations that are not only col-
lision free but also obeying HRI constraints by reasoning
explicitly on human’s perspective.

1. Introduction

One of the challenges of human-robot interaction (HRI),

is the environment sharing and spatial placement between

the robot and the human. This, added to the problem of un-

derstanding human intentions to improve the robot’s cogni-

tive capabilities in order to result a better interaction. For

these purposes, robot has to adopt different human behav-

iors, like perspective taking.

The notion of perspective taking comes from psycholog-

ical studies on human to human interactions. It refers es-

sentially to the fact of reasoning from other persons point

of view. It is also interpreted as taking its own perspec-

tive from a different place on the space by applying what is

called a mental rotation to perceive the environment from

different place. These sets of actions are used by humans in

their everyday lifes, and are intended to ease comunication

between individuals and to help to have shorter and faster

interactions.

Perspective taking can be used by the robot to gener-

ate configurations to approach human or to compute a ge-

ometric way to place itself where it can perceive an object

referred by a person. The introduction of perspective tak-

ing concepts on robot’s spatial reasonning for placement is

called here perspective placement.

In this paper, we introduce a group of algorithms that in-

troduces perspective taking to the geometrical reasoning of

the robot. In section 2, we present the foundations of per-

spective taking as well state of the art approaches using this

notion. Section 3 introduces PerSpective Placement (PSP),

a system that generates and evaluates robot configurations

according to human’s perspective. Section 4 and 5 illus-

trates simulation and real world results of this system ap-

plied in various scenarios. Finally, the section 6 concludes

this paper and gives perspectives on perspective taking in

robotics.

2. Related work

Although human-robot interaction is a very active re-

search field, there is no extensive amount of research on

perspective taking on robotics.

Teversky et al. [1] [2] show the effectiveness of chang-

ing perspectives between persons in face-to-face commu-

nication scenarios for spatial descriptions. They conclude

that the perspective switching is more effective than trying

to avoid it.

Akerman [3], on the other hand, explains how a person

can estimate his relative position in the world by 3D mental

transformation of an object or of an entire place. As mental

rotation and perspective taking are important for interacting

with humans, they are often taken into account in 1) com-

puter graphics for simulating human-like view [4][5], 2) in

virtual reality for home or car design [6] [7], 3) in human

training [8] and 4) in interface design for human-computer

interaction [9].

Mental rotation has also found its place in robotics, pre-

cisely in mobile robot simulators [10], where a virtual envi-

ronment simulates sensor data for the robot. With this, re-

searchers can test different robot programs without moving

real robots. Next best view problems are also applications

where mental rotation is calculated in order to obtain a posi-

tion to construct 3D models of objects [11] [12] or to obtain

an automatic surface acquisition [13].

Perspective taking has begun to be used in HRI research

field in the last years. Richarz et al.[14] use the area in front



of a human in order to obtain pointing places so that the

robot can interact with him. Trafton et al. show in [15]

and [16] a robot system that uses geometrical reasoning in

perspective taking to take decisions about human reason-

ing. They prove how human-human interaction helps if it is

applied to human-robot interaction. [17] and [18] describe

in a 3D simulated environment using perspective taking to

help a robot with the learning process, the authors estab-

lish some principles in perspective taking for HRI, and treat

the problem on high level layer, but don’t take into account

robot motion to change its own perspective.

Nevertheless, to our knowledge mental rotation and per-

spective taking have not been used for a mobile robot who is

in a close interaction with humans. In this article we present

the importance of these characteristics in finding robot con-

figurations to place itself.

3. PerSpective Placement (PSP) for HRI

As in every robot motion planning, the robot has to find

a continous path between its actual configuration (starting

point) and its final configuration (destination point). Per-

spective Placement (PSP) is concerned by this last part of

motion planning.

We define perspective placement as a set of robot tasks

to find, validate and evaluate robot configurations in a hu-

man shared environment, performing perspective taking and

mental rotation in order to interact and ease communication

with humans.

3.1. PSP for Humans

To interact with human, the robot has to find how to place

itself in a configuration where it has direct contact with this

person. This constraint helps to reduce search space to find

such a point. This search can be subdivided in two phases:

first, the robot has to find positions that belong to the human

field of view represented as a semicircle area in front of hu-

man (with preference on the attentional field of view) and;

second, it has to validate positions obtained for visual con-

tact, preventing big visual obstructions from blocking robot

perception.

The area in human attentional field of view, called here

as “Interaction Area”, is defined as the zone in front of the

person by the angle and by the radius:

αview | 0◦ ≤ αview ≤ 180◦

Rad | Radmin ≤ Rad ≤ Radmax

α and Rad and are defined by the characteristics of the in-

teraction (e.g. proximity needed for just visual interaction

or handing an object), by robot sensor capabilities and by

human preferences.

Figure 1. The interaction area is marked as
the band in front of the human.

Once defined this area, ilustrated in figure 1, a set of

points around the person are generated and will be chosen

in order to ensure these properties:

• Collision Free: Robot in this position must not be in

collision neither with objects and persons nor with it-

self.

• Sensor Oriented: Selected sensors must be oriented

towards the human in order to perceive it.

• Without Visual Obstructions: In sensor’s acquisi-

tion, human has to be perceived depending on the in-

teraction task.

• Human-Like Positioning: Based on user studies [19]

of robot-human spatial placement, robot has to find

spatial formation with the person in a human accept-

able way.

• Minimal Cost: Robot should find a position that min-

imizes the cost based on human-robot distance and on

human’s comfort [20] [21].

To determine what is perceived by a camera, we use 2D

perspective projection of the 3D environment. This projec-

tion is obtained from the sensors’s position when the robot

is placed in desired configuration. The projection obtained

is a matrix MatP where the value of the position (x, y) rep-

resents one point in the object’s projection image in sensor’s

field of view. In the figure 2, 2D projection is illustrated.

We define “Projection rate” Pr as the projection per-

centage of an element El (object, human or obstacle) on

the environment represented in MatP . Pr is obtained by:

Pr(El) = ΣMatP (x, y) | (x, y)εEl.
The projection rate of an element that is not pro-

jected Prhidden can be obtained with: Prhidden(El) =
Prdesired(El) − Prvisible(El) where Prvisible is the pro-

jection rate that considers visual obstructions (only visible



Figure 2. a) Robot positioned in the interac-
tion area. b) Computed robot perception (2D
projection)

projection). On the other hand, Prdesired is the relative pro-

jection obtained without considering objects in the environ-

ment (as it should look without visual obstacles). In figure

3 we can observe the difference between desired and visible

relative projections.

Figure 3. Relative projections, here the per-
son is the objective and differs from other el-
ements on the environment. a)Desired rela-
tive projection b) Visible relative projection

Objective’s Ob visibility percentage, Watch is deter-

mined by:

Watch(Ob) =
Prvisible(Ob)
Prdesired(Ob)

Finally, to know if a point is cadidate for perspective

placement by: Watch(Ob) ≥ μ where μ is a threshold that

corresponds to a desired percentage.

In the other hand, costs for each point are, as we have in-

troduced before, based partially on the direct distance from

robot’s actual position Costdistance, and the total cost is

calculated as:

Costtotal(x, y) =
(Costdistance(x, y) ∗ Gaindistance)+

((Costfrontal(x, y) + Costinarea(x, y)) ∗ Gainfrontal)+
(CostHAMP (x, y) ∗ GainHAMP )

Where Costfrontal is the distance from the front of the

human gaze orientation, to incite a face-to-face human like

position. Costinarea(x, y) is a fixed cost depending if the

point is in the interaction area (cost is higher otherwise).

CostHAMP is the cost of the point calculated by the Human

Aware Motion Planner (explained in detail on [20] and [21])

based on human safety and comfort. Gainx is the weight

given to this criterion. An example of calculated costs is

shown in figure 4 for the scenario of figure 1.

Figure 4. Computed costs of the points. a)
Points in all around the field of view area,
those points out of the interaction area have
the highest cost. b) Points on the interaction
area, lower cost are due to robot proximity
and that are closer to front.

Maximal and minimal ranges of interaction area are pre-

defined based on Hall’s interpersonal distances mentioned

in [19] depending on desired interaction task.

3.2. PSP for Known Objects

Objects in the environment like tables, desks, sofas,

chairs, etc. All considered as fixed obstacles and are called

here as “known objects”. The robot knows object’s model

and its position in the environment.

Methodology of perspective placement for a known ob-

ject, is similar to PSP for humans. Here the object’s per-

spective is not taken into account, so the robot can place

itself all around object’s position. Nevertheless, robot has

to take into account its own perspective to look for the best

placement configuration.

In this case “Interaction area” is called “Approach area”

(obviously because there is no interaction with unanimated

objects). Maximal an minimal ranges are defined based

only on collision avoidance and robot sensor limits. For

a given point, costs are calculated with:

Costtotal(x, y) =
(Costdistance(x, y) ∗ Gaindistance)+

(CostHAMP (x, y) ∗ GainHAMP )

An example of costs function for a known object is il-

lustrated in figure 5. Configuration search starts at the least

expensive point that contains all the properties mentioned

above.



Figure 5. Costs of the points in modeling area
around an object.

3.3. PSP for Non-visible or Unknown Ob-
jects

Sometimes there are manipulable objects in the environ-

ment that are small. But they are not always at the same

place and they can be hidden by another object. The object

referenced by the human can be unperceivable to the robot

(e.g. too far from robot sensors to create a model or know

the exact position and orientation of the referenced object).

Here, our approach to this problem is to create a simple

geometrical object, called “search sphere”, that could be set

on possible places like the one referenced by human or on

surfaces of known objects (e.g. on the top of a table). Dis-

covering the referred object can be interpreted as seeing the

search sphere.

Due to the search sphere’s shape and position, its ap-

proaching area and its costs functions are placed around the

sphere as it is in for known objects. Maximal and minimal

approaching ranges are defined by the specifications of the

task.

4. Simulation Results

Our perspective taking system is implemented in C and

integrated and tested within the Move3D [23] software plat-

form developed at LAAS-CNRS.

Fig. 6 illustrates two similar situations where the robot

has to interact with a person, in the first scenario (fig. 6-a)

there is no obstacles between human and robot, and on the

second one (fig. 6-b) we can see an obstacle between them

but it doesn’t cause a visual obstruction for the robot, the

interaction zone is also further from human.

In the scenario illustrated in figure 7, a desk prevents the

robot to see the human that is seated behind this visual ob-

struction. Robot finds a position where it can see the person

whom it wants to interact.

Figure 8 gives examples of how PSP can find a configu-

ration for known object (a furniture) in two different situa-

tions. In the first case with a person is blocking the obstacle

Figure 6. Simple case: Results of PSP for Hu-
mans. Robot have found a point near the hu-
man where it can see him

Figure 7. Results of PSP for Humans with vi-
sual obstacles. a) Initial scenario with a hu-
man is partially hidden by a desk. b) Robot fi-
nal configuration where it can see de human.
c) Robot’s perspective in its computed con-
figuration

and causing a visual obstruction, here the robot finds a posi-

tion on the right side of the person, by avoiding it in order to

perceive the table. Note that the robot computes a final con-

figuration where it avoids not only collisions with human or

obstacles but also with visual obstacles.

On the second situation an extra person is occluding the

table from the position chosen on the first case, here the

robot computes a configuration on the other side of table

where none of the persons is present on the environment are

visualy blocking this table.

5. Robot Implementation and results

The PSP system is implemented into OpenGenom [24]

with the help of other modules of supervision, task plan-

ning, human detection and tracking, robot self localization,

path and motion planning, etc. that forms the same archi-

tecture as described in detail on [25].



Figure 8. Approaching to the table, a) Initial
position, b) Final configuration looking at the
table c), d)initial and final configuration with
two persons hidding the table.

The whole system has been carried into our robot Jido
equiped of three Pentium IV procesors, one Laptop with a

Intel core-duo processor, two 2D SICK laser scaner (front

and rear), a six DOF Mitsubishi PA-10 manipulator, 1 tilt

and pan stereo camera, 1 color stereo cameras on the end

axis of the manipulator, 8 sonar sensors, and three finger

tactile hand.

In figure 9, a scenario is shown with a person interacting

with the robot. The person indicates the robot to go to pick

up an object on the table and bring it back to him (“bring

me the yellow bottle”). The robot makes the respective plan

with the sequence of different tasks. PSP module finds a

valid configuration to execute each task that implies navi-

gation motion of the robot.

The first configuration is placed to see the table where

the bottle is located, maximum and mininimum distances

are set according to arm capabilities for grasping the bottle.

Second configuration is found to get close to human and

give him the bottle.

Another example is ilustrated in 10, where an obstacle (a

table) prevents the robot from several positions close to the

human to bring him the bottle.

6. Conclusions and future work

In this work, we have shown how using perspective tak-

ing concepts added to motion planning techniques can be

useful on human-robot interaction. Furthermore, we have

presented different algorithms that take into account human

and robot perspectives to determine different robot configu-

rations, where the robot can perceive its objective (human or

Figure 9. First PSP for known objects, ap-
proaching to the table, a) Initial position, b)
Final configuration looking at the table. Sec-
ond, PSP for humans, c)-d) Initial and final
configuration looking at human

Figure 10. PSP to hand an object to a human
sat in front of a table a) Initial position, b)-
c) Final configuration looking at the human.
The robot is perceiving human by cameras
on top. The robot finds its final configuration
to complete the task.

objects) without any collision and visual obstructions. This

allows robot to plan its trajectory to a position where both,

the human and the robot, can see each other and interact.

A posible extension of this approach is a fusion of a task

planner with these geometical tools. This could increase the

precision for obtaining viable tasks. Another extension of

PSP, could be on the close human-robot interaction where

the robot has to reason about manipulating objects, deciding



positions on a shared space with human.

Also we plan to integrate these systems to obtain a gen-

eral solver which will produce friendly and socially accept-

able robot positions.
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