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Abstract 

In this paper, we propose a new approach using a local version of the region-based active contour for object 

segmentation in images presenting heterogeneity in both the object of interest and the background. The local 

version was recently developed to deal with heterogeneous appearances by relying on extracting the local instead 

of global image statistics where the local extracted area is defined by using a disk, sketched at each point along 

the active contour, with a constant radius size inside and outside the contour. However, the use of a constant 

radius may prevent the active contour getting more information from its neighborhood and thus being trapped by 

undesired boundaries. To avoid this error segmentation, the local extracted area using our proposed approach is 

determined based on using two different radii to extract separately the interior and the exterior local information 

of the active contour. Using synthetic and real images, our approach shows an improvement in term of 

computation time and outperforms the conventional methods in noisy images presenting heterogeneity in both 

the object of interest and the background and using inadequate contour initialization. 

Keywords: Active contour, Object segmentation, Heterogeneity, Local statistics, Level set. 

1 Introduction 

Active Contour (AC) is a technique that has become very popular and has been widely used in image 

segmentation [2-8, 12, 14-15]. The main objective of this technique is to segment an object of interest (i.e. 

Region Of Interest ((ROI)) by iteratively deforming a contour until it reaches the object boundaries by 

minimizing energy functional. Existing AC approaches can be generally classified into two categories: edge-

based techniques [3, 6] and region-based techniques [2, 4-5, 7, 14-15]. Edge-based AC techniques look for 
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intensity discontinuities in the image and use the image gradients to guide the evolution of the contour. They 

assume that the ROI boundaries can be detected in certain areas that show rapid intensity changes and only 

consider the information located close to the evolving contour rather than the information located inside and 

outside it. The main drawbacks of these methods come from their sensitivity to image noise and initial 

conditions due to the highly localized image information. Recent works in AC have focused on region-based 

segmentation techniques which aim to identify the desired regions by using a certain region descriptor to guide 

the motion of the AC. 

Region-based techniques, derived from Zhu and Yuille work [15] and based on the user’s perceptions on the 

image content (e.g. intensity, color, or texture), search for uniformity within the region of interest and within the 

background. These techniques outperform the edge-based methods for their robustness to image noise and their 

low sensitivity to the initial contour location. However, the region-based methods suffer from limitations due to 

the assumption on the image intensities which should be statistically homogeneous in the ROI and could also be 

in the background. 

In fact, intensity inhomogeneity often occurs in many real-world images due to different modalities; therefore 

it will be difficult to maintain the global constraint on the image data. To handle intensity inhomogeneity 

problems, Lankton and Tannenbaum [7] have considered local instead of global image statistics where the AC is 

moved based on local information. This local region-based approach showed its capability of segmenting 

heterogeneous objects that would be difficult to be accurately segmented using a standard global method. 

Nonetheless, for standard AC methods, neither the global region-based methods [4, 8, 14] nor their localizing 

versions [7] resolve completely the problems encountered in the object segmentation by the AC, mainly in the 

case of noisy image suffering from heterogeneous characteristics and using inadequate contour initialization. In 

fact, global region-based methods are robust to contour initialization and image noise, but they are more 

sensitive to image heterogeneity. In contrast, the local region-based method is robust against the heterogeneity 

by allowing foreground and background to be described in terms of local regions, but it is more sensitive to 

contour initialization and image noise and consequently can eventually produce segmentation errors. 

In order to overcome the drawbacks of each approach alone (global region-based and local region-based) and 

cope with the aforementioned limitations, namely, the presence of the heterogeneity (in ROI or in background) 

in noisy image and the use of an inadequate contour initialization, we developed an approach that combines the 

local-based and global-based image statistics [2] where the global and local information are both region-based. 

The combination of local and global information was alternatively addressed by other authors [11, 13]. Paragios 



3 
 

and Deriche [11] have proposed a combined energy minimization based on edge-based and region-based 

energies. Likewise, Sum and Cheung [13] have proposed a combined energy minimization based on the sum of a 

global region-based and energy based local image contrast. In our approach [2], the hybrid region-based 

combination depends on where the heterogeneity appears (in ROI or in background). For instance, if the object is 

heterogeneous compared to the background, the image statistics are extracted locally inside the AC and globally 

outside it using the technique Local IN-Global OUT presented in [2]; whereas, in the case of heterogeneous 

background, image statistics are extracted locally outside the AC and globally inside it using the technique 

Global IN-Local OUT presented in [2]. The approach presented in [2] was found to be more efficient than the 

global region-based and the local region-based methods. However, this approach may present limitations in the 

case of heterogeneity presented in both ROI and background. 

To overcome this problem, the object size information and the distance separating the object from its 

neighbours could be used. In fact, these factors should be considered in the case of heterogeneous characteristics. 

In Lankton and Tannenbaum contribution [7], a circle with a radius rad is sketched at each point along the AC, 

and the local selection information is processed by selecting the information interconnected between the disk 

area (i.e. the region inside the circle), and inside and outside the AC. The choice of the radius size depends on 

the object scale and the presence of the surrounding clutters. However, using a same radius rad inside and 

outside the contour prevents to efficiently exploit the object size and the distance separating the object from a 

possible surrounding nearby neighbors. 

In this paper, we propose a local region-based approach that uses two different radii (rad1 and rad2) inside 

and outside the AC, respectively. In fact, the value of radi (i= { 1 or 2}) strongly depends on the ROI size and the 

presence of surrounding objects. Thus, in the case of a large object having nearby neighbors, a large radius  rad1 

is defined inside the AC and a short radius  rad2 is defined outside it. While, in the case of a small object with far 

neighbors, short and large radii are chosen inside and outside the AC, respectively. As a result, the main 

objectives of this proposed method are (1) to cope with segmenting the object of interest in the case of the 

presence of heterogeneity in both object and background and (2) to reduce the convergence time of the AC 

energy by exploiting the information of the object size as well as the distance separating the object from its 

nearby neighbors. A variational formulation is presented in which we minimize an energy function to satisfy a 

certain criterion at each point along the AC. 

The rest of the paper is organized as follows. Section 2 presents the terminology used in this paper as well as 

the AC energy. The selection of the region-based information is presented in Section 3. Section 4 describes the 
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proposed approach. Experimental results are presented and discussed in Section 5. Section 6 concludes the 

paper. 

2 Terminology and active contour energy 

Let I denote a given image defined on the domain Ω and I(x) the intensity of the pixel x where x Є Ω. One 

approach to implement the AC segmentation consists in using the Level-Set method which considers the original 

curve as the zero level of a surface [9-10]. The distortion of the entire surface induces a deformation of the curve 

shape. This process stimulates the evolution of the AC and achieves, at the end, the object segmentation. Let C 

be a closed contour represented as the zero level set of a signed distance function Φ, i.e., C={x|Φ(x)=0}. The 

purpose of this process is to implicitly evolve the contour C such that, at the convergence, the distance functions 

Φ < 0 (inside of C) and Φ > 0 (outside of C) represent the object of interest and the background, respectively. In 

Level-Set formulation, a smoothed Heaviside function ����� is used to determine the inside and the outside of 

C. The following approximation of the smoothed Heaviside function specifies the interior of C: 

 ����� �
�	

	� 1,                                                     ���� � ��0,                                                         ���� � �12 · �1 � �� � 1� · ��� �� · ����� � � ,       otherwise$  

(1) 

Similarly, the exterior of C is specified as %1 � �����&. 

The energy functional is only computed in a narrow band around C as presented in Adalsteinsson and Sethian 

work [1] in order to decrease the computational complexity of the standard Level-Set method. To specify this 

area around the curve, a smoothed version of the Dirac delta (2) which presents the derivative of the Heaviside 

function is used: 

 '���� �
�	

	� 1,                                                          ���� � 00,                                                  |����| � �12 · � · �1 � )*� �� · ����� �� ,              otherwise$  

(2) 

To perform AC segmentation, we initially define an objective that determines what we want to extract from 

the image, and then we develop an energy criterion that should be minimized to achieve this objective. The 

region-based energy is expressed in general by an integral domain of a region descriptor (energy criterion). The 

choice of a relevant energy expression is a significant aspect that has been widely addressed by several authors 

as presented in [4, 8, 14]. In this paper, we employ two region-based energies presented in [4] and [14] where the 

ROI is represented by its mean intensities. The first descriptor used in this paper, introduced by Chan and Vese 

[4], models the image foreground and background as constant intensities that are represented by their means; it is 

given by: 
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  +��, ,� � %-��� �  μ/0�,/0�&1 � %-��� � μ234�,234�&1. (3) 

where Ωin and Ωout denote the inside and the outside of the contour C, respectively, and µin and µout denote the 

mean intensities inside and outside C, respectively. The second descriptor used in this paper is introduced by 

Yezzi and al. [14] and expressed as: 

 +��, ,� � � 12 · %μ/0�,/0�  � μ234�,234�&1, (4) 

This descriptor assumes that foreground and background regions should have maximal separate mean intensities. 

Therefore, according to the chosen descriptor, the energy functional in the Level-Set formulation takes the form: 

 6��� � 7 '����. +��, ,� 8� 9 . (5) 

The evolution equation of C is expressed by: 

 
:�:; ��� � '���� · <+��, ,� � = · '���� · 8�> � <����|<����|� , (6) 

where ∇ and div represent the gradient and the divergence operators, respectively. The second term in (6) is used 

to keep the curve C smooth and it is weighted by a small positive coefficient λ. Our models are elaborated based 

upon techniques of curve evolution, statistical function, and Level-Set method. 

3 Selection of the region-based information 

The global region-based approaches present certain robustness against contour initialization and image noise. 

In fact, they use all information within an image where both image foreground and background are examined 

simultaneously as illustrated in Fig.1 where the object of interest is shown in black and the area examined is the 

entire interior and exterior regions of the AC. Generally, the techniques that use global statistics to model regions 

are very sensitive to heterogeneous characteristics and may produce segmentation errors. To address this issue, 

Lankton and Tannenbaum [7] have developed a segmentation technique based on information collected from 

local interior and exterior regions along the AC rather than global regions in order to overcome the assumption 

that the foreground and background regions should be separated based on their global statistics. Consequently, 

the only assumption considered is that the interior and exterior regions are locally different where the local area 

is selected as illustrated in Fig.2. The choice for the local image statistics inside and outside the AC is based on 

defining a ball function B to mask local regions by overlapping B with inside and outside the AC [7]. This ball 

function centered at x, where x corresponds here to a point on the AC, is expressed as: 

 ?��, @� � A1, B� � @B � CD80, *;EFCG��F $ , (7) 

where rad is the ball radius and p is a point in Ω that assigns to B the value 1 on the local region and 0 elsewhere. 
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The local selection approach developed in [7] uses one radius inside and outside the AC for each point along this 

contour. The performance of the object segmentation using this local selection is related to the radius size which 

is determined by considering the object scale and the proximity of possible surrounding clutters in order to avoid 

any error segmentation. 

 

Fig.1 The whole interior and exterior area of the AC is selected for the global region-based approach. 

 

Fig.2 The selected area for the local region-based approach is the intersection of the interior of the disk with the interior and 

the exterior of the AC. 

For information extraction, reducing the selection from global regions to solely local regions leads to place 

constraints only into selected local regions rather than the whole region of interest and the background. For 

instance, if such a constraint of homogeneity should be verified, then only those of local regions will be 

considered to validate this constraint and guide the AC evolution and consequently fewer assumptions are 

required on the image. We examined here the homogeneity constraint simply as an example of assumptions that 

the image must verify. For this aim, we employ the energy criteria using (3) and (4) that are seeking to segment 

homogenous regions by computing the average intensities of the selected regions inside and outside the AC. 

Other forms of constraints can also be investigated on the image for example verifying a certain variance of 

intensities within a region or imposing a certain distribution of these intensities, etc. 

The approach presented in [7] is still sensitive to the AC initialization and noise. This sensitivity is due to the 

fact that the information is extracted locally. Thus, with the aim to enable segmenting the object in the case of 

presence of heterogeneity and using an inadequate AC initialization in noisy image, we proposed an approach in 
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[2] that combines both benefits of local-based and global-based techniques using local-based selection in one 

side of the AC and global-based selection in its other side at each point along the contour. Indeed, depending on 

where the heterogeneity appears (in ROI or in background), two cases have been investigated in our previous 

work [2]. Unlike the standard global region-based approaches or the local region-based approach, the approach 

presented in [2] shows more robustness both against noise and contour initialization thanks to the global 

statistical information and against heterogeneous appearances thanks to the use of local statistical information. 

Nevertheless, the approach might present certain limitation in case of a heterogeneous object in a heterogeneous 

background. To overcome this problem, we develop in this paper an approach derived from the localized region-

based approach using two radii instead of one radius where the size of these radii are determined by considering 

the ROI size and the distance separating the ROI from its neighbours. 

In the following section, we describe the principle of the proposed approach for guiding the AC to the object of 

interest boundaries in the case of heterogeneity presented in both the object and the background. 

4 Local region-based active contour using two different radii 

The localization radius size may affect the object segmentation result, especially in case of a heterogeneous 

object in a heterogeneous background. When attempting to capture an object which is of small size with nearby 

clutter, a small localization radius should be used inside and outside the AC. Similarly, large localization radius 

inside and outside the AC, is useful when attempting to segment an object which is of large size with far clutters. 

However, if we desire to segment an Object which is of Large size with Close Neighbors, referred to as OL-CN, 

or Small size with Far Neighbors, named OS-FN, a small radius is intuitively recommended because either the 

object has close neighbors or is of a small size. In fact, the use of a small radius can prevent the AC to be trapped 

by undesired nearby neighbors’ boundaries in OL-CN case, or by undesired object interior boundaries coming 

from the object heterogeneity in case of an OS-FN. In addition, using a same small radius inside and outside the 

AC will prevent getting additional information for guiding the contour to the actual object boundaries leading 

thus to the need of more iterations for the AC convergence. To address this situation, we propose an approach 

that exploits the size of the ROI and the large distance separating the ROI from its possible neighbors using two 

different radii. 

The main distinction between our contribution presented in this paper and those presented in [2] and [7] is 

that the proposed approach consists on selecting local statistics in both sides (interior and exterior) of the AC by 

allowing a flexible choice of the radius size where the radius chosen inside the AC is different from the radius 
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used outside it. The use of these two different radii is suggested to deal with heterogeneity problems and to 

decrease the number of iterations for the AC convergence to the ROI boundaries. 

Let Large_rad and Short_rad be the two different radii for the two ball functions B_Large and B_Short, 

respectively. These two ball functions are centered at x, masking local regions, and are expressed as: 

 ?_IDCJF��, @� � A1, B� � @B � IDCJF_CD80, *;EFCG��F $ , (8) 

 

 ?_KE*C;��, @� � A1, B� � @B � KE*C;_CD80, *;EFCG��F $ , (9) 

where p sets  B_Large  and B_Short at 1 on the local region, dependently on which radius is considered 

(Large_rad  or Short_rad, respectively), and 0 elsewhere. 

Depending on object size and the distance separating the object from its surrounding neighbors, two cases have 

to be investigated as discussed below. For instance, in the case of an OS-FN, since the object is of small size and 

the object neighbors are far, a Short radius Inside the contour and a Large radius Outside the contour, referred to 

as SILO for short, is recommended. Similarly, in the case of an OL-CN; a Large radius Inside the contour and a 

Short radius Outside the contour, referred to as LISO for short, is employed. The area considered in each 

proposed technique (SILO or LISO) is the intersection between the interior area of the local selection, using the 

two radii, and the interior and the exterior of the AC for each point along the contour. By doing so, our new 

approach is able to segment a heterogeneous ROI in a heterogeneous background and outperforms the approach 

presented in [2] that requires homogeneity in ROI or in background. Moreover, comparison with the approach 

presented in [7], the use of two radii of different sizes allows the AC to segment the object of interest in a much 

less reduced computing time; particularly in the case of an OL-CN and an OS-FN. 

4.1 Large size of the object of interest placed with close neighbors 

In OL-CN case, in order to exploit the large size of the object of interest and prevent the AC to be trapped by 

the boundaries of the object’s neighbors, we choose the technique, referred to as, LISO, which employs a large 

radius inside the AC and a short radius outside it. Fig.3 illustrates the principle of this technique. The object is 

designed in black and gray regions to show the heterogeneity in the ROI. The two dotted curves limit the local 

selection areas using the two different radii inside and outside the AC. The remaining objects present the nearby 

neighbors of the object of interest to show the heterogeneity of the background. 
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Fig.3 LISO-based technique in the OL-CN case. The object nearly at the center and designed by the gray and black areas 

represents a large heterogeneous ROI. The surrounding objects represent the neighbors which are close to the ROI. The two 

red dotted curves limit the local selection using a large radius inside the AC and a short radius outside it. 

The energy functional is expressed in this technique as follows: 

 

E�Φ�� 7 '���� · 7 ?_IDCJF��, @�9N_OPQRS
. +�@, ,/0� 8@ 8�  �Ωin

 

7 '����  · 7 ?_KE*C;��, @�9N_VWXQY
. +�@, ,234� 8@ 8� ,9XZY

 

 

(10) 

where Ωp_Large and Ωp_Short represent the local regions masked by B_Large and B_Short, respectively, and both 

ball functions are centered at x. 

In this case, the evolution of the curve C will be expressed as: 

 

:�:; ��� � '���� · [7 ?_IDCJF��, @�9N_OPQRS
. <+�@, ,/0�8@ � 7 ?_KE*C;��, @�9N_VWXQY

. <+�@, ,234�8@\ � 

= · '����. 8�> � <����|<����|� . 
 

(11) 

4.2 Small size of the object of interest placed with far neighbors 

In OS-FN case, in order to get benefits from the distance separating the object of interest from its possible 

neighbors and to obtain more information of the environment surrounding the ROI and thus to speed up the 

convergence of the AC, we choose the technique, referred to as SILO. As mentioned above, this technique 

employs a short radius inside the AC and a large radius outside it. Fig.4 illustrates the principle of this technique. 



10 
 

 

Fig.4 SILO-based technique in the OS-FN case. The object nearly at the center and designed by the gray and black areas 

represents a small heterogeneous ROI. The surrounding objects represent the neighbors which are far from the ROI. The two 

red dotted curves limit the local selection using a short radius inside the AC and a large radius outside it. 

In this case, the energy functional is expressed as follows: 

 

E�Φ�� 7 '���� · 7 ?_KE*C;��, @�9N_VWXQY
. +�@, ,/0� 8@ 8� � Ωin

 

7 '����  · 7 ?_IDCJF��, @�9N_OPQRS
. +�@, ,234� 8@ 8�9XZY

 

 

(12) 

and the evolution of the curve C is expressed as: 

 

:�:; ��� � '���� · [7 ?_KE*C;��, @�9N_VWXQY
. <+�@, ,/0�8@ � 7 ?_IDCJF��, @�9N_OPQRS

. <+�@, ,234�8@\ � 

= · '����. 8�> � <����|<����|� . 
 

(13) 

Using these above mentioned techniques LISO and SILO in cases of OL-CN and OS-FN, respectively, allows the 

object segmentation approach to: (1) assure robustness against heterogeneity that can appear in ROI or in 

background and robustness against AC initialization and noise as the work in [2]. (2) give more flexibility to the 

approach so that it can be applied even in case of presence of heterogeneity in both the ROI and the background 

which presents a performance improvement compared to the method developed in [2]. (3) Reduce the 

computation time for the AC convergence by selecting a flexible size of the radius inside and outside the AC and 

getting more information on the ROI size and its surrounding environment; which presents a performance 

improvement compared to the approach presented in [7]. 
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5 Experimental results 

In order to assess the performance of the proposed approach; experiments have been conducted on different 

sets of synthetic and real image data. In these experiments, the proposed method is compared with the 

conventional methods in terms of segmentation accuracy in noisy images using different types of noise and using 

an inadequate AC initialization. The proposed approach is evaluated in images presenting heterogeneity in both 

the ROI and the image background. 

In the following two subsections, we evaluate the performance of the proposed approach and examine the 

advantage of using two different radii in the case of presence of heterogeneity in both the ROI and the 

background for synthetic and real noisy images. It is worth mentioning that the choice of the SILO-based 

technique or the LISO-based technique is made according to the OS-FN or OL-CN case, respectively. A 

comparative performance evaluation for this proposed approach with other conventional segmentation methods 

using the descriptors presented in [4] and [14] is presented and discussed below. 

5.1 Object segmentation in synthetic images 

Fig.5 presents the results related to the OS-FN case in a synthetic image. Fig.5 (a) represents the original 

synthetic image. Fig.5 (b-h) represent the same image in which we added a Poisson distribution noise. The object 

is an OS-FN with heterogeneous characteristics which is presented by the gray and white intensities and is 

located nearly in the image center. The surrounding objects present the ROI neighbors to show the heterogeneity 

of the background. By using an inadequate initialization of the contour as shown in Fig.5 (b), Fig.5 (c-h) 

illustrate the ROI segmentation results using different approaches based on the Chan and Vese energy criterion 

[4]. Fig.5 (c) presents the segmentation result using the global approach that fails due to the presence of 

heterogeneous characteristics in ROI and background. Using the local approach, the AC was trapped by the 

internal false ROI boundaries instead of resting on the real exterior ROI boundaries as shown in Fig.5 (d). In 

addition, due to the presence of heterogeneity in both the ROI and the background, respectively, the Global IN-

Local OUT and Local IN-Global OUT techniques, presented in [2], were not able to guide the AC to the actual 

ROI boundaries as shown in Fig.5 (e-f). The segmentation also fails in the case of LISO-based technique (Fig.5 

(g)) due to the use of a large radius inside the AC and a short radius outside it. In fact, the evolution of the AC 

was trapped by the false interior ROI boundaries. In contrast, the SILO-based technique gives accurate object 

segmentation and maintains the robustness against heterogeneous characteristics, appearing in both ROI and 

background, by increasing the radius size outside the AC to benefit from the large distance between the ROI and 
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its neighbors (Fig.5 (h)). By doing so, more information was exploited from the ROI neighborhood and thus the 

AC is protected from being attracted by non-desired contours presented in the interior of the object of interest. 

(a) Original image (c) Global (e) Global IN-Local OUT (g) LISO 

(b) Initialization (d) Local (f) Local IN-Global OUT (h) SILO 

Fig.5 Segmentation of a heterogeneous object in a heterogeneous background using different approaches for the OS-FN case 

in a synthetic image with an added “Poisson” distribution noise in (b-h). The original image is represented in (a). The ROI, 

which is of small size, is represented by the gray and white areas and is located nearly in the image center. The surrounding 

objects represent the neighbors which are far from the ROI. 

Fig.6 illustrates the results obtained in the case of an OL-CN in a synthetic image. Fig.6 (a) represents the 

original synthetic image while Fig.6 (b-h) represent the same image in which we added a Poisson distribution 

noise. The ROI presents heterogeneous characteristics as described in gray and white intensities and is located 

close to the image center. The surrounding objects present the ROI neighbors to show the heterogeneity of the 

background. By using an inadequate AC initialization as shown in Fig.6 (b), Fig.6 (c-h) illustrate the object 

segmentation results using different approaches based on the Chan and Vese energy criterion [4]. The global, 

Global IN-Local OUT and Local IN-Global OUT approaches fail to segment the object of interest due to the 

heterogeneity in both ROI and background, as shown in Fig.6 (c) and Fig.6 (e-f), respectively. Using the local 

approach, the contour was attracted this time by false contours corresponding to ROI neighbor’s boundaries as 

shown in Fig.6 (d). Fig.6 (g) and Fig.6 (h) display the segmentation performance using the SILO-based and 

LISO-based techniques, respectively. Using the SILO-based technique, the AC in this OL-CN case was not able 

to detect the real ROI boundaries. That was obviously anticipated since this technique uses a short radius inside 

the AC and a large radius outside it which leads the AC to be attracted by the ROI neighbor’s boundaries. The 



13 
 

LISO-based technique gives however an accurate object segmentation performance and maintains its robustness 

against heterogeneous attributes, appearing in both the object of interest and the background, by increasing the 

radius size inside the AC. This allows taking advantage from the large size of the ROI and thus protecting the 

AC from the close boundaries corresponding to ROI surrounding neighbors. Therefore, our proposed LISO-

based technique drives the AC to the ROI boundaries and prevents it to be attracted by the ROI neighbor’s 

boundaries since more information from the AC interior area is used allowing thus the AC to converge to the 

actual desired object of interest boundaries. 

(a) Original image (c) Global (e) Global IN-Local OUT (g) SILO 

(b) Initialization (d) Local (f) Local IN-Global OUT (h) LISO 

Fig.6 Segmentation of a heterogeneous object in a heterogeneous background using different approaches for the OL-CN case 

in a synthetic image with an added “Poisson” distribution noise in (b-h). The original image is represented in (a). The ROI, 

which is of large size, is represented by the gray and white areas and is located nearly in the image center. The surrounding 

objects represent the neighbors which are close to the ROI. 

5.2 Object segmentation in real images 

In the case of real images, segmentation results are presented in Fig.7 and Fig.8. In the case of OL-CN, Fig.7 

(a) shows original real image and Fig.7 (b-h) show same image corrupted with a “Salt & Pepper” noise 

distribution, in which the car represents the object of interest. Notice that even if there is an absence of nearby 

objects for the ROI in this real image, some zones in the background verifying the energy criterion may play the 

same role as the presence of ROI close neighbors and they can attract the AC to their boundaries. By using an 

inadequate AC initialization (Fig.7 (b)), Fig.7 (c-h) illustrate the object segmentation results using different 

approaches based on the criterion introduced in Chan and Vese work [4]. Using the global approach, the 
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heterogeneous characteristics always prevent the AC to evolve to the ROI boundaries and consequently lead to 

error segmentation as shown in Fig.7 (c). The object segmentation using the local approach is degraded as shown 

in Fig.7 (d) due to the sensitivity of this approach to initial contour and also to the presence of certain zones in 

background that verify the energy criterion. Consequently, some parts of the initial AC sketched far from the real 

object boundaries easily diverge from the ROI. In both approaches Global IN-Local OUT and Local IN-Global 

OUT (presented in [2]), the interior and exterior global selection influence the calculated energy value and that 

leads to an incorrect object segmentations as shown in Fig.7 (e) and Fig.7 (f), respectively, due to the 

heterogeneous characteristics in both ROI and background. Fig.7 (g) and Fig.7 (h) present the segmentation 

performance using SILO-based and LISO-based techniques, respectively. The SILO-based technique prevents the 

AC to be attracted by the real object boundaries since this technique is intended to be used for an OS-FN case 

and not for an OL-CN case. The segmentation error is due to using a  large radius outside the AC, which lead 

this contour to be attracted by some zones, belonged to the image background, that verify the energy criterion. 

The LISO-based technique gives however an accurate object segmentation result and maintains its robustness 

against heterogeneous attributes, appearing in both ROI and background. This was made possible by increasing 

in this case the radius size inside the AC since the ROI is of large size and thus protecting the AC from the close 

boundaries corresponding, for this example, to zones belonging to the background. 

(a) Original image (c) Global (e) Global IN-Local OUT (g) SILO 

(b) Initialization (d) Local (f) Local IN-Global OUT (h) LISO 

Fig.7 Segmentation of a heterogeneous object in a heterogeneous background using different approaches for the OL-CN case 

in a real image with an added “Salt & Pepper” distribution noise in (b-h). The original image is represented in (a). The car 

represents the ROI. 
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To study the object segmentation in OS-FN real image case, Fig.8 (a) shows original real image and Fig.8 (b-

h) show same image corrupted with a Gaussian noise distribution. The object of interest is represented by the 

light gray car. By using an inadequate AC initialization (Fig.8 (b)), Fig.8 (c-h) illustrate the object segmentation 

results using different approaches based on the descriptor introduced by Yezzi and al. [14]. As shown in Fig.8 

(c), the global approach fails to segment the object due to the heterogeneous characteristics in both the ROI and 

the background. Likewise, in the local approach (Fig.8 (d)), being sensitive to the AC initialization and noise, the 

selection which is made only locally, prevents the AC to rest on the whole ROI boundaries. Using the techniques 

Global IN-Local OUT and Local IN-Global OUT, the AC was trapped by the heterogeneity presented in both the 

ROI and the background, as shown in Fig.8 (e) and Fig.8 (f), respectively. Fig.8 (g) and Fig.8 (h) present the 

segmentation performance using LISO-based and SILO-based techniques, respectively. The LISO-based 

technique fails to correctly segment the object of interest. This was expected since this technique, intended to be 

used for an OL-CN case and not for an OS-FN case, employs a large radius inside the AC which leads this latter 

to be trapped by the interior ROI heterogeneity. In contrast, the SILO-based technique gives accurate object 

segmentation and maintains the robustness against heterogeneous attributes, appearing in both the ROI and the 

background. The outperformance of the segmentation, using our SILO-based technique, resides in receiving 

more information from the ROI surrounding environment and that by increasing the radius size by some pixels 

outside the AC. 

(a) Original image (c) Global (e) Global IN-Local OUT (g) LISO 

(b) Initialization (d) Local (f) Local IN-Global OUT (h) SILO 

Fig.8 Segmentation of a heterogeneous object in a heterogeneous background using different approaches for the OS-FN case 

in a real image with an added “Gaussian” distribution noise in (b-h). The original image is represented in (a). The light gray 

car represents the ROI. 
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To study the performance of the proposed approach in terms of the number of iterations needed to the 

convergence of the AC energy, a comparative study for the local approach and the proposed approach using an 

inadequate and adequate contour initialization is discussed in the following subsection. 

5.3 Computational time and energy convergence 

Based on the previous segmentation results obtained with the local and SILO-based approaches as shown in 

Fig.8 (d) and Fig.8 (h), we studied their performances in terms of the energy convergence by considering the 

cases of using inadequate and adequate contour initialization as well. Fig.9 shows that for inadequate contour 

initialization, the SILO-based approach outperforms the local approach; since the minimum of the energy 

achieved had a smaller value, leading thus to more accuracy in segmentation (as found in Fig.8 (h) compared to 

Fig.8 (d)) even though it convergences much slower. 

 

Fig.9 Energy convergence versus the number of iterations for the car segmentation presented in Fig.8 for the local (blue 

curve) and SILO (red curve) approaches based on using an inadequate AC initialization. 

Fig.10 presents results for adequate contour initialization which reveal that the local approach shows some 

segmentation improvement compared to the case of using inadequate contour initialization, however it remains 

less accurate than the segmentation by the SILO-based technique. This is also proven by the energy curves 

represented in Fig.11 showing that the SILO-based technique converges to a lower value of the energy. In 

addition, the proposed technique is faster than the local method; it requires less than 400 iterations compared to 

more than 500 iterations needed using the local approach. In fact, the number of iterations is reduced by our 

proposed approach by exploiting the information from the ROI neighborhood by increasing the radius size 

outside the AC. 
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(a) Local (b) SILO 

Fig.10 Car segmentation using the local and SILO approaches based on an adequate AC initialization. 

 

Fig.11 Energy convergence versus the number of iterations for the car segmentation presented in Fig.10 for the local (blue 

curve) and SILO (red curve) approaches based on using an adequate AC initialization. 

6 Conclusion 

In this paper, a new approach using region-based ACs for object segmentation in images presenting 

heterogeneity in both the object of interest and the background has been proposed. This approach derives from 

the local region-based approach and relies on two different radii instead of only one radius. By using two 

different radius sizes inside and outside the AC, information on the ROI size and the distance separating the ROI 

from its neighbors can be advantageously exploited. We used two different criteria for the AC energy to show 

that the proposed approach can be applied with different energy expressions. We have tested the method 

empirically on synthetic and real image database and obtained promising results in case of noisy images 

presenting heterogeneity in both the ROI and the background using inadequate and adequate contour 

initialization. 
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