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Abstract—Due to the growing number of elderly people 

during the last decade, new needs came out especially in term of 

healthcare, resulting in more demand for self-care and home-

based services. The emergence of smart technologies and home-

based care has made this possible. In fact, smart home technology 

is designed to provide a place where old people can live 

independently as they wish by maintaining a control of every 

aspect of their daily life. Locating an elderly person in his home 

at any moment is one of the most concerns of smart home 

designers. The use of acoustic information captured in the smart 

home is one of the axes that can bring more possibilities in term 

of localization. This paper focuses on developing a sound source 

localization system using microphone arrays. Time difference of 

arrival (TDoA) using correlation technique is used for estimating 

the delay between two signals captured by two different 

microphones. The direction of arrival of the sound source can be 

obtained using this delay. Finally the sound source is positioned 

by adopting the geometric location method. This system has been 

tested by a set of experiments and the results are satisfactory 

Keywords— Home-care,  localization, sound, microphone, 

TDoA 

I.  INTRODUCTION 

Auditory perception in animals is an innate process that 
enables them to locate the source of any sound with a precision 
that can reach ±1° for some species [1]. This process is based 
directly on the operation of animal ears. In the case of Humans, 
the localization of a coming sound is carried out by combining 
the slightly deferred acoustic signals that arrive to each ear.  

Scientific community has focused during the last decade on 
designing localization systems that could achieve high degrees 
of precision and reliability as offered by human auditory 
systems. Therefore, many studies have been performed 
especially on the field of robotics [2] [3] [4] [5] and [6].  

One other concern of Scientifics was to build sound 
localization systems that could operate in indoor environments. 
Recent studies can be found in [7] [8] [9] [10] [11] [12] and 
[13]. Many of these studies consider a set of two spaced 
microphones hooked to a computer and calculate the spatial 
location of an emitted sound using a set of mathematic 
methods. One of the most common methods is the estimation 
of the Direction of Arrival of a sound through the computation 
of Time Difference of Arrival (TDoA) [14] [15] [16].  

The aim of our works is to contribute on indoor localization 
by designing an hybrid localization system that combines 
acoustic, radio and light information in order to truck the 
position of an elderly person in a smart home at any moment. 

To do so, we had to focus on every one of these three 
localization approaches as a standalone system (acoustic, radio 
and light indoor localization systems) in order to figure out the 
potentially useful signal parameters that we can exploit when 
designing our hybrid system. 

Our first studies deal with the acoustic localization in 
indoor environments. They consist on the construction and the 
design of hardware as well as the implementation of an 
application that returns the location of an acoustic sound at any 
moment. As a first step, we had used a set of two microphones 
[17] for the estimation of the angle of arrival of a sound source. 
The present paper introduces the second phase of our work on 
acoustic localization. We use a 4-microphone array for the 
determination of the geographic coordinates of an acoustic 
source based on the estimation of the Time Difference of 
Arrival (TDoA). 

II. TIME DIFFERENCE OF ARRIVAL (TDOA) 

Perception experiments conducted on humans and animals 
have been largely discussed and used by many researchers in 
the field of sound localization. As presented by Blauert [18] 
and Yost and Dye [19], the fundamental principles of sound 
localization combine both physics and geometry. Indeed, as the 
sound spreads out from its source, its power decreases. So, if 
the distances from the source to each receiver (ear) are unequal, 
an interaural level difference (ILD) will be noticed. Similarly, 
knowing the speed of sound in the air [20], and considering 
two spatially separated receivers, sound will travel different 
distances to each receiver and, therefore, will arrive at different 
times. Time difference of Arrival (TDoA) is one of the 
indicators that has been largely used in many localization 
systems such as radar and sonar for positioning radiating 
sources.  

Let's consider a source that is emitting a sound s(t) and an 
array of two spatially separated microphones array. Each one 
of the two microphones is receiving a signal (s1(t) for the first 
and s2(t) for the second). Due the distance between the two 
microphones (Fig. 1), a difference of time between the 
observations of the sound signal will be noted at each 
microphone, referred to as Time difference of Arrival. TDoA is 
computed using the spatial positions of the source and 
microphones. 



 

Fig. 1. Time Difference of Arrival (TDoA) 

III. PROPOSED METHOD AND SPECIFIC ASSUMPTIONS 

The present paper introduces a method of localization of an 
acoustic source within a frequency spectrum of 22Hz to 22KHz 
using an array of two microphone pairs. By localization, we 
mean the determination of the spatial coordinates of the source 
in a 2D space. The first step consists on estimating the time 
difference of arrival (TDoA) of the signals captured by two 
separated microphones. Then, the direction of arrival of the 
sound with respect to the microphones array is computed using 
trigonometry specifications. This first step was presented in 
[17]. The second step consists on localizing the acoustic source 
using a 4-microphone array. The process consists on merging 
the results obtained with each microphones couple in term of 
direction of arrival and then use a specific geometric 
positioning method in order to compute the  geometric 
coordinates of the acoustic source in a 2D space. 

Our method is designed under a set of assumptions: (1) 
only one acoustic source is located (2) We suppose that no 
Doppler shift will be detected meaning that there will be no 
obstacles that may change sound characteristics (3) Noise is 
White Gaussian (4) The set of microphones that we are using 
are Electret (5) we already know the spatial positions of 
microphones and (6) the distance between sound source and 
receivers is so big that we can consider that sound waves are 
planar. 

IV. PHASE 1: ESTIMATION OF THE DIRECTION OF ARRIVAL OF 

AN ACOUSTIC SOURCE 

This first step was published in [17]. We considered a 
system of two microphones and a sound source placed outside 
the perpendicular plane to the line passing through these two 
microphones and crossing through their middle (Erreur ! 
Source du renvoi introuvable.). Therefore, the wavefront of 
the sound source reach the two microphones with a slight time 
difference or delay, depending on the arrival angle of the 
source. The maximum value that this delay can tell about a 
sound source located on the same line through the two sensors 
(0° or 180°). 

Our aim was to find the angle θ corresponding to the 
direction of arrival of the wave emitted by the sound source. 
We assume that θ ∈  0,π . 

We consider : 

 Ds= distance between S and Mic 2 

 Ds − d = distance between S and Mic 1 

 v : speed of sound in air that can be approximated as 
(Laplace  formula):  

 v = (331 +  0.6 × T) ms−1  ; where v is the speed of 
sound, in meters per second and T is the ambient 
temperature, in degrees Celsius.  This approximation 
holds true for conditions near room temperature 
and pressure.  

 TDoA also called τ.. 

In order to determinate the angle θ, we used trigonometry 
formulas for right triangle with d is the adjacent leg and D 
(distance between the two microphones) is the hypotenuse:  

 cos 𝜃 =
𝑑

𝐷
 

We know that for a distance d (Fig.1), le speed of the 
acoustic wave is calculated using this formula: 

 𝑣 =
𝑑

𝜏
𝑑 = 𝜏 × 𝑣 

(2) becomes: 𝑐𝑜𝑠 𝜃 =
𝜏×𝑣

𝐷
 

 Therefore:  

 θ = cos−1 𝜏×𝑣

𝐷
 

In order to find the direction of arrival (angle θ) of a sound 
wave, we proceed as follows: 

 We first record the sound s(t), then we sample this 
signal according to a sampling frequency Fs (s(n)). 
The two sampled signals corresponding respectively 
to each microphone (s1(t) and s2(t)) will be 
discerned.  

 We then compute the cross-correlation between the 
two signals s1(t) and s2(t) 

 We search the temporal position of the maximum of 
the cross correlation and therefore we identify the 
delay τ 

 We determine the angle θ 

A. Acoustic sound recording 

In this first step, we record the sound observed by the array 
of two microphones that we designed (Fig. 2). This signal is 
then sampled according to a sampling frequency Fe. 

 

Fig. 2. Our designed 2-microphone array 



The two microphones are connected to the computer 
through a stereo jack cable where left and right lane correspond 
respectively to the microphones 1 and 2. The two signals 
related to the two microphones are then returned. 

B. Cross-corrélation & TDOA (τ) Estimation 

There are many algorithms that can be used to calculate 
approximately the TDoA [21]. The cross-correlation (CC) 
method is one of the basic keys of this problem.  

The estimated delay is obtained by finding the time-lag that 
maximizes the cross-correlation between the two observed 
signals [22]. Indeed, the signals observed by the two 
microphones are time shifted versions compared to each other. 
Therefore, in order to determine the direction of arrival of the 
sound source we need to detect the temporal point at which the 
two captured signals are at their maximum correlation. In this 
point, the two signals are at their closest match when they are 
superimposed on each other.  

When the signals are continuous, the cross-correlation 
function can be expressed by: 

 𝐶𝑠1𝑠2(𝜏) =  𝑠1 𝑡 𝑠2 𝑡 − 𝜏 𝑑𝑡
+𝑇

−𝑇
 

In our case, the observed signals are sampled, the 
expression that we use is as follows: 

 Cs1s2(τ) =  s1 n s2 n − τ N−1
n=0  

where N is number of samples. 

The idea is to scan the first captured signal according to an 
increasing  time axis (i) while the second signal travels the time 
axis in the opposite direction (−i). That's why the two 
compared signals should have the same length. In MATLAB, 
the cross-correlation of two signals, x and y (length x =
length(y)), is a vector of length= (2 × length x − 1) [23]. 

Once we have found the cross-correlation peak (delay τ  
between the two captured signals), we can deduce the temporal 
position of this maximum by applying the argument function 
on the maximized cross-correlation. 

 𝜏 = 𝐴𝑟𝑔𝑚𝑎𝑥(𝐶𝑠1𝑠2) 

  

V. PHASE 2: DETERMINATION OF THE SOURCE SPATIAL 

COORDINATES 

The aim of our acoustic source localization method is to be 
able to determine its 2D coordinates.  

To do so, we consider the following layout: 

 

Fig. 3. Two 2-microphone pairs array 

According to the assumptions we had already made, the 
spatial coordinates of the 4 microphones are known. Therefore, 
since we are able to estimate the angles θ12  and θ34  using the 
first step of our proposed method, we can calculate the spatial 
coordinates of the point of intersection of the two lines crossing 
the sound source with respectively microphone 2 and 
microphone 4 (D1 and D2).  

Let's consider the two equations (7) and (8) as the 
respective equations of  D1 and D2: 

 𝑦 = 𝑎12𝑥 + 𝑏12    

 𝑦 = 𝑎34𝑥 + 𝑏34  

Where (a12, b12) and (a34, b34) are the respective couple of 
coefficients of each line. 

To do so, we need to determinate the equations of these two 
straight lines. One of the mathematical solutions is to 
determine two points of each line and then compute their 
coefficients. 

The coordinates of the acoustic source are than deduced 
through the resolution of the equation of intersection of the two 
equations above. 

VI. EXPÉRIMENTATION 

A. Performances of the proposed method 

In order to evaluate the accuracy and the precision of the 
proposed method, we analyze the theoretic error E that we get 

while estimating the angle θ . 

 E =  θ − θ   

This error is calculated by varying the variance of the 
Additive White Gaussian Noise AWGN from 10dB to 10dB by 
1dB steps. For more precision, we use the average of the error 
computed for 200 estimations of the angle θ.  

Signal-to-noise ratio (SNR) is an indicator of the quality of 
information transmission by comparing the level of a desired 
signal to the level of background noise. SNR is defined as the 
ratio of signal power to the noise power (dB):  



 RSB = 10 × log10  
Psignal

Pnoise
  

With Psignal  = Power of the original signal ang PWGN  = 

power of the White Gaussian Noise. 

Let's consider WGNinit an initial White Gaussian Noise 
(mean=0 and variance=1). 

 WGNinit = randn(1, Nest )  

Here Nest is the number of estimations of the angle θ (In 
our simulations we considered Nest=200) 

The idea is to add to the original signal a White Gaussian 
Noise WGN with a null mean and a variance  σ²  : WGN =
 σ ×  WGNinit  

PWGN =  σ² × PWGNinit RSB = 10 ×  log10  
Psignal

Pwgn
 

Therefore :  σ2 =
Psignal

PWGNinit
× 10−

RSB

10  

 𝜎 =  
𝑃𝑠𝑖𝑔𝑛𝑎𝑙

𝑃𝑊𝐺𝑁𝑖𝑛𝑖𝑡
× 10−

𝑅𝑆𝐵

10  

The theoretical average estimation error that we obtained is 
about 5°, which is considered a good result for our case. 

B. 2-Microphone array MATLAB Programming 

In order to test our method, we required a set of hardware 
including an array of microphones and a recording device 
(typically a sound card) as well as specific software to be used 
for recording and processing the acoustic signals observed by 
the microphones in order to discern relevant information.   

Therefore, we designed a block of two microphones (D = 
30cm) that we fixed as shown in Fig. 4. The sound source was 
a Smartphone emitting a continuous sound. We developed then 
a MATLAB application (Fig. 5) that estimates the angle θ for 
many theoretical arrival directions as well as different values of 
Ds (distance between the sound source and the microphones 
array). 

 

Fig. 4. First phase experimentations 

 

Fig. 5. Screen shot of the developed application for step 1 

For more precision, we averaged the angle θ for 50 
iterations(Fig. 6). For each one of the 50 estimations of the 
angle θ, we computed the standard deviation. 

 
Fig. 6. 50 estimations of the angle θ for different Ds 

According to the Nyquist Sampling Theorem, " If a time-
varying signal is periodically sampled at a rate of at least twice 
the frequency of the highest-frequency sinusoidal component 
contained within the signal (in our case fmax=22Khz), then the 
original time-varying signal can be exactly recovered from the 
periodic samples". Thus, we chose a sampling frequency Fs = 
44100Hz.  

We varied Ds (0.5 - 1 - 1.5 - 2 - 2.5 - 3 m). The estimations 
of the direction of arrival are obtained for five theoretical 
positions of the angle θ (0 ° - 45 ° - 90 ° - 135 ° - 180 °) with a 
mean error of 3°, which is considered a good result. 

C. Two pairs of  Microphone array experimentation 

The aim of the second part of our method is to determine 
the spatial location of the acoustic source by calculating its 
geographic coordinates in a 2D space. 

As mentioned above,  in order to perform this phase, we 
consider an array of  two pairs of microphones, two computers, 
one Smartphone emitting a continuous sound.  



Every pair of the microphones is hooked to a computer. We 
place the Smartphone in a already known position as shown in 
Fig. 7. We then run simultaneously in the two computers the 
software we already prepared in the first step in order to 
determine for each microphone pair the angle of arrival of the 
sound emitted by the Smartphone. The obtained values of the 
two angles are automatically stored in two separated excel 
sheets for later use. 

We performed a set of tests using the designed hardware as 
well as the developed application ( Fig. 8). This application 
reads the stored data from the two computers and returns the 
geographic position of the sound source using its estimated 
angles of arrival with the two pairs of microphones. 

 

Fig. 7. Real positions of the acoustic source during the experimentation 

 

Fig. 8. Screen shot of the developed application for step 2 

This application works satisfactorily (Fig. 9). In fact, the 
error between the estimated positions and the real ones can be 
explained by the assumptions we had made (see Table 1). 

 

 

TABLE I.  EXPERIMENTAL RESULTS 

Real angles 

(°) 

Real 

positions (m) 

Estimated angles 

(°) 

Estimated 

positions (m) 

θ12 

theo 

θ34 

theo 

X 

theo 

Y 

theo 

θ 12 

esti 

θ 34 

esti 

X 

esti 

Y 

esti  

90 45 1 1.3 94.15 39.03 0.946 1.25 

90 135 1 2.3 95.9 135.048 0.831 2.132 

90 90 1 1.8 84.078 89.554 1.13 1.79 

45 45 1.4 0.9 44.61 41.77 1.35 0.84 

45 90 2.3 1.8 53.28 87.38 1.92 1.735 

 

 

Fig. 9. Acoustic source estimated positions vs theoretical positions 

VII. CONCLUSION AND FUTURE WORK 

We have introduced in this paper, a method for positioning 
an acoustic source in a 2D space using an array of two pairs of 
microphones. We first computed for each pair of microphones 
the direction of arrival of the emitted sound (phase 1). 
Therefore, we estimated the time difference of arrival TDoA 
between the two sound signals observed by each microphone 
of the considered pair. In the second phase, we merged the 
results obtained simultaneously for each pair of microphones 
(in the first phase) in order to determine the spatial coordinates 
of the source.  

In order to test our method, we carried out a set of 
experiments using the microphones array that we had already 
designed as well as a software that we developed using 
MATLAB. The results seem to be satisfactory. 

Actually, as mentioned above, the method that we propose 
in this paper is based on a set of assumptions. One of these 
assumptions is that the environment we are working in 
represents no noise nor reverberations nor echoes. That is why, 
we used the cross correlation method to determine the delay τ 
which works good in such conditions. But, in real environment, 
this method is no longer suitable [24]. One of the common 
solutions is to consider the Generalized Cross Correlation 
(GCC) instead of the CC. Indeed, GCC  transforms the signals 
from time domain to the frequency domain using Fourier 
transformation.  



For a better accuracy, a weighting function or filter can be 
used in order to sharpen the peak of correlation (Fig. 10).  

 

Fig. 10. Estimation of TDoA using the GCC method 

The most common weighting functions are the phase 
transform "PHAT", the maximum likelihood "ML", the least 
mean square adaptive filter "LMS", SCOT, ROTH, ... As a 
continuation to our work, we are planning to compare these 
methods in order to figure out which one suits more to our case 
of study. 

Besides, we intend to work jointly on radio and light 
localization methods to propose an hybrid localization system 
exploiting radio (Ibeacon BLE), light (LiFi) and audio (this 
present work) relevant information, in order to take advantage 
of these systems depending on the position of the person to 
locate. 
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