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Abstract. We consider a non-cooperative game between N relays in
Delay Tolerant Networks with one fixed source and one fixed destination.
The source has no contact with the destination, so it has to rely on the
relays when it has a message to send. We assume that the source has a
sequence of messages and it proposes them to relays one by one with a
fixed reward for the first transmission for each message. We analyse a
symmetric mixed strategy for this game. A mixed strategy means a relay
decides to accept relaying the kth message with probability qk when
it meets the source. We establish the conditions under which qk = 1;
qk = 0 or qk ∈ (0, 1), and prove the existence and the uniqueness of the
symmetric Nash equilibrium. We also give the formula to compute this
mixed strategy as well as the probability of success and the delay of a
given message. When k is large, we give the limiting value of the mixed
strategy q and the probability of success for the messages.

Keywords: Delay Tolerant Networks · Incentive mechanism · Stochastic
game.

1 Introduction

In Delay Tolerant Networks (DTN) [3,9–11], the approach used by mobile nodes
to communicate in the absence of a communication infrastructure is based on the
so-called store-carry-forward paradigm: a source node gives a copy of its message
to all mobile nodes that it meets, asking them to keep it until they can forward it
to the destination. Although other routing schemes have been proposed [13,15],
in this work we shall specifically consider two-hop routing DTNs [2,21], in which
once a relay has the message, it can only transmit it to the destination.

The above approach implicitly assumes that mobile nodes accept to use their
scarce energy resources for relaying messages of others out of altruism. In prac-
tice, it can be expected that some nodes will act as free-riders, that is, that
they will use the network to send their own messages without offering their
resources in exchange for relaying the messages of others. Clearly, if there are
too many selfish nodes in a DTN, the network collapses and mobile nodes can
no longer communicate with one another. A central issue in DTNs is therefore
to convince mobile nodes to relay messages. Many incentive mechanisms have
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been proposed to avoid the free-rider problem in DTNs, including reputation-
based schemes [12, 16, 22–24], barter-based schemes [4, 5, 20] and credit-based
schemes [7, 8, 14, 19, 25, 26]. In contrast to most of the incentive mechanisms
proposed in the literature, explicit guarantees on the probability of message
delivery and on the mean time to deliver a message have been obtained for
the credit-based scheme considered in [17, 18] (see also [19] for a closely-related
mechanism).

The authors of [17,18] consider a source which promises a fixed reward to the
relay who first delivers a message to the destination. The source is backlogged
and only one message at a time is proposed by the source. Inter-contact times of
relays with the source and the destination are exponentially distributed. When
it meets the source, a relay has the choice to either accept the message or not,
and if it accepts, it can decide to drop the message at any time in the future at
no additional cost. The competition between relays is modelled as a stochastic
game in which each relay seeks to minimize its expected net cost, that is, the sum
of its expected energy and storage costs minus its expected reward. It is proven
that the optimal policy of a relay is of threshold type: it accepts a message until a
first threshold θ and then keeps it until it either meets the destination or reaches
a second threshold γ (which can be infinite). Explicit formulas for computing
the thresholds as well as the probability of message delivery are derived for the
unique symmetric Nash equilibrium, in which all relays use the same thresholds
and no player can benefit by unilaterally changing its policy.

The analysis in [17, 18] implicitly assumes that the source tells the relays
when a message was proposed for the first time, or, in other words, when this
message was generated. Our objective in the present paper is to understand
whether it is profitable for the source to give this information to the relays. We
thus consider the same incentive mechanism, but assuming that when it meets
the source, a relay has to make its decision without knowing for how long the
message is in circulation. The only information available to the relay is the value
R of the reward and the period of time T during which the message is proposed
by the source.

Since it does not know for how long a message is available, we assume that
a relay decides to accept a message according to a randomized policy, that is,
when relay i meets the source, it accepts the kth message with probability qik,
and rejects it with probability 1− qik. If it accepts the message, the relay keeps
it until it reaches the destination. The value of qik is computed by relay i so as
to minimize its expected net cost, and it of course depends on R and T , but also
on the number of relays competing for the delivery of the kth message (some
relays may be busy delivering previous messages). We note that a similar setting
was considered in [1], but with a different cost structure and assuming that the
source has only one message to transmit.

We establish under which condition qik > 0 for all i, and show that, under
this condition, there exists a unique value qk > 0 such that if all relays accept the
kth message with probability qk, no relay has anything to gain by unilaterally
changing its acceptance probability. In other words, the situation in which all
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relays accept the kth message with probability qk corresponds to a symmetric
Nash equilibrium, and this equilibrium is unique. Explicit expressions for the
probability of message delivery and the mean time to deliver a message at the
symmetric Nash equilibrium are then derived. Assuming that qk converges as
k → ∞, we also obtain an explicit characterization of the asymptotic value of
the acceptance probability q∞. Finally, we compare the performance obtained
with the threshold-type strategy in the full information setting and with the
randomized policy in the no information setting.

The rest of this paper is organized as follows. Section 2 is devoted to model de-
scription. In Section 3, we establish the conditions for the existence and unique-
ness of symmetric Nash equilibria and present a method for recursively com-
puting the acceptance probabilities qk. The asymptotic value of the acceptance
probability is also derived in Section 3. Explicit expressions for the main perfor-
mance metrics at the symmetric Nash equilibrium are then derived in Section 4.
Finally, numerical results pertaining to the comparison of the full information
setting and the no information setting are given in Section 5.

2 Assumption and Model Description

We consider a two-hop network of N mobile nodes with one fixed source and one
fixed destination. The source is backlogged, that is, it has an unlimited number
of messages to send to the destination. Since the source and the destination are
not in radio range of each other, the source cannot transmit its messages directly
to the destination. Instead, it proposes a new message to the relays every T units
of time, promising a fixed reward R to the first one to deliver the current message
to the destination. We assume that the relays are moving randomly and that the
inter-contact times of a given relay with the source (resp. destination) are i.i.d.
and follow an exponential distribution with rate λ (resp. µ). This assumption
holds (at least approximately) under the Random Waypoint Mobility model [6].

When it accepts a message, a relay incurs a one-time reception cost Cr for
receiving it from the source. There is then a cost Cs per unit of time for keeping
the message in its buffer. Finally, the relay incurs a transmission cost Cd for
sending the message to the destination. We however assume that the latter cost
is incurred by the relay if and only if the message has not been already delivered
to the destination by another relay. If on the contrary the relay is the first one to
deliver the message to the destination, it incurs the cost Cd but gets the reward
R. In the following, we define R̄ = R− Cd.

When it proposes the current message (say message k) to relay i, the source
informs it of the values of R and T , but does not tell it for how long the current
message is available. The relay accepts message k with probability qik, and rejects
it with probability 1−qik. If the kth message was rejected by relay i, then this relay
cannot accept it later on when it meets again the source. We also assume that
if the relay accepts the message, it has to keep it until it meets the destination.
Finally, we assume that a relay can store only one message at a time and cannot
drop a message to accept a new one.
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Relay i computes its acceptance probability qik so as to minimize its expected
net cost, which depends on its probability to be the first one to deliver message k.
Obviously, the latter probability in turn depends on the acceptance probabilities
of the other relays. We say that a vector (q1k, q

2
k, . . . , q

N
k ) is a Nash equilibrium if

no relay i can decrease its expected net cost by unilaterally changing its accep-
tance probability qik. A symmetric Nash equilibrium is a Nash equilibrium for
which qik = qk for all i, for some value qk. In the following, we shall specifically
focus on symmetric Nash equilibria.

3 Acceptance Probabilities under the Symmetric Nash
Equilibrium

3.1 Acceptance Probabilities

Consider a tagged relay and let us analyse the competition for the delivery
of the kth message. Assume that all other relays accept the kth message with
probability qk. If the tagged relay accepts the message with probability q′k, its
net expected cost is

q′k

(
Cr +

Cs
µ
− R̄Ps(qk)

)
, (1)

where Ps(qk) is the probability that the tagged relay be the first one to transmit
message k to the destination, given the acceptance probability qk of the others.
In (1), Cr is the cost of accepting the message from the source and Cs/µ is
the cost of storing the message until the relay meets the destination (recall that
the inter-meeting times with the destination are exponentially distributed with
mean 1/µ). The term R̄Ps(qk) is the expected reward the relay gets the message.
Thus, (1) gives the net expected cost for accepting the message.

For the tagged relay, the optimal value of q′k is the one which minimizes (1).
It follows that q′k = 0 if Cr + Cs

µ − R̄Ps(qk) > 0. Hence, we conclude that if

R̄ ≤ R̄min = Cr + Cs
µ , no relay will accept the kth message. In other words, the

condition R̄ > R̄min is a necessary condition for the relays to have an incentive
to participate in message delivery. Assuming that this condition is met, we see
that q′k = 1 is the best response of the tagged relay if R̄min/Ps(qk) < R̄, while
q′k = qk is one of the possible best responses if R̄min/Ps(qk) = R̄. We thus need
to analyse how Ps(qk) depends on qk.

To this end, let pk be the probability, as computed by the tagged relay, that
an arbitrary other relay meets the source while it is proposing the kth message
and that this relay is not already busy with a previous message. Obviously, for
the first message we have p1 = 1−e−λT . The derivation of pk for k > 1 is slightly
more complex and we shall shortly explain how it can be computed by the tagged
relay. From the definition of pk, we obtain that pk qk is the probability that an
arbitrary other relay attempts the delivery of the kth message. Therefore, the
number Ak of other relays that are in competition with the tagged relay for the
delivery of the kth message follows a binomial distribution with parameter pk qk,
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which yields

Ps(qk) = E
(

1

Ak + 1

)
=

1− (1− pk qk)N

N pk qk
. (2)

From (2), we can conclude that, if R̄ > R̄min, there exists a unique symmetric
equilibrium with qk > 0, as formally stated in Theorem 1 below.

Theorem 1. If R̄ > R̄min, there exists a unique symmetric Nash equilibrium
for the kth message with qk > 0. Moreover, we have qk = 1 if

R̄ >
Npk

1− (1− pk)N
R̄min, (3)

while otherwise qk is the unique solution in (0, 1) of

R̄ =
Npk qk

1− (1− pk qk)N
R̄min. (4)

Proof. See Appendix A.

The structure of the Nash equilibrium is illustrated in Fig. 1 for the first

message. If R̄ ≤ R̄min, no relay accepts the message. If R̄ > N(1−e−λT )
1−e−λNT R̄min,

at the unique Nash equilibrium all relays accept the message with probability 1.
Otherwise, the relays use a randomized strategy with 0 < q1 < 1.

Fig. 1: Equilibrium acceptance probability q1 as a function of R and T , when
the values of the parameters are as follows: µ = 0.5, λ = 0.3, Cr = Cd = 2 and
Cs = 0.4.
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3.2 Computation of the probability pk

For the first message, we already know the value of p1. We now explain how the
value of pk can be computed by the tagged relay for subsequent messages k > 1.
We need to consider the belief of the tagged relay regarding the number of other
relays that are in competition with it for the delivery of the kth message. We
assume that all relays play their equilibrium strategies qi, i = 1, . . . , k− 1 for all
previous messages. Define Φk(t) as the probability that an arbitrary relay enters
into competition for message k on or before time t. By enter into competition
on or before time t, we mean that there exists a time instant t′ < t such that
the considered relay does not have any message with index smaller than k in the
interval [t′, t]. We shall denote by φk(t) the probability density function (pdf)
corresponding to Φk(t). If this pdf is known by the tagged relay, then it can
estimate the probability pk as follows.

pk =

∫ Tk

T (k−1)
φk(x)

(
1− e−λ(kT−x)

)
dx.

Denote by δx(t) the Dirac delta function at point x. Following the same approach
as in [18], we can the following result.

Lemma 1. The density φk(t) obeys the recursion

φk+1(t) = h1(k)δkT (t) + φk(t) + h2(k)µe−µt. (5)

Here h1(k) represents the probability that a relay is free for the (k+1)th message
at time kT , and is given by

h1(k) =

∫ kT

(k−1)T
φk(x)(1− qkIk(x, kT ))dx, (6)

and h2(k)e−µkT is the probability that a relay be busy with the kth message at
time kT , and is given by

h2(k) = eµkT
∫ kT

(k−1)T
qkφk(x)Ik(x, kT )dx. (7)

In (6) and (7),

Ik(x, t) =
λ

µ− λ
e−µteλx

(
e(µ−λ)min(t,kT ) − e(µ−λ)x

)
,

represents the probability that a relay that comes into play at time x < kT will
meet the source and will not meet the destination by time t.

Since h2(i)e−µiT is the probability that a relay has message i at iT , it can
be seen that h2(i)e−µ(k−1)T is the probability that a relay has message i at time
(k−1)T . Also, h1(k−1) is the probability that the relay does not have a message
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time (k − 1)T . Since a relay either has a message or does not have one, we get
the following relation:

h1(k − 1) + e−µ(k−1)T
k−1∑
i=1

h2(i) = 1,

which yields
k−1∑
i=1

h2(i) =
1− h1(k − 1)

e−µ(k−1)T
. (8)

Using (5)-(8) and induction, we can prove that h1(k) obeys the recursions
given below. We omit the proof due to lack of space.

Proposition 1. The terms h1(k) can be computed with the recursion:

h1(k) = h1(k − 1) (1− qkIk ((k − 1)T, kT )) + (1− h1(k − 1))
(
1− e−µT

)
−(1− h1(k − 1))

qiλµe
−µT

µ− λ

(
e(µ−λ)T − 1

µ− λ
− T

)
,

with the initial value: h1(1) = 1− q1I(0, T ). This leads to the following formulas
for h2(k) and pk:

h2(k)e−µkT = 1− h1(k)− (1− h1(k − 1))e−µT

pk = h1(k − 1)
(
1− e−λT

)
+(1− h1(k − 1))

(
1− e−µT − µ

µ− λ
(
e−λT − e−µT

))
. (9)

Equation (9) has the following probabilistic interpretation. The probability that
a relay can meet the source for message k can be conditioned on two events
at time (k − 1)T (i.e., at the release time of message k): either the relay did
not have a message or had one of the previous k − 1 messages. The two terms
in (9) correspond to each of the two events. In the case of the first event, the
probability of picking up message k is just the probability of meeting the source
in the interval ((k− 1)T,KT ]. Since h1(k− 1) is the probability of not having a
message at time (k−1)T , the term h1(k−1)(1−e−λT ) is the probability related
to the first event. Next, we look at the second event. Suppose the relay has a
message at time (k− 1)T . It can take message k only if it meets the destination
and then the source in an interval of length T starting from (k − 1)T . This
probability is the one inside the parenthesis of the second term in (9). Since
(1− h1(k − 1)), is the probability that the relay has a message at (k − 1)T , the
second term in (9) corresponds to the second event.

3.3 Asymptotic Analysis when k → ∞

In this section, we shall do the analysis when k is large, that is, when the sys-
tem is in steady-state or stationary regime. In this regime, the function φk will
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reach its limiting value so that each message will have statistically the same
performance measures. This regime reflects the long-run characteristics which
are obtained after a large number of messages have been transmitted. From nu-
merical experiments, it will be seen that, for our model, after as few as 10 to 15
messages, the system reaches the steady-state.

Let h′2(k) = h2(k)e−µkT . From Proposition 1 we get the following expressions
for the limiting values of pk, h1, and h′2. The proof is omitted.

Proposition 2. When k is large, we have

h1(∞) := h1 =
C(T )

q∞I∞ + C(T )
, (10)

h′2(∞) := h′2 = (1− h1)(1− e−µT ), (11)

p∞ = h1(1− e−λT ) + (1− h1)D(T ), (12)

where

C(T ) = 1− e−µT − q∞µλ

µ− λ

(
e−λT − e−µT

µ− λ
− Te−µT

)
,

D(T ) = 1− e−µT − µ

µ− λ
(e−λT − e−µT ), (13)

I∞ =
λ

µ− λ
(e−λT − e−µT ). (14)

From Proposition 2, we can write the relation between q∞ and p∞ as

p∞(q∞) =
C(T )(1− e−λT )

q∞I∞ + C(T )
+

q∞I∞D(T )

q∞I∞ + C(T )
(15)

Now, we can establish the conditions when q∞ = 1 and when q∞ < 1.

Lemma 2. If the following condition is satisfied, then q∞ = 1, p∞ = p∞(1):

R̄− Np∞(1)(Cr + Cs/µ)

1− (1− p∞(1))N
> 0 (16)

Otherwise, p∞ and q∞ are the unique solution of the following system of equa-
tions:

R̄− Np∞q∞(Cr + Cs/µ)

1− (1− p∞q∞)N
= 0 (17)

C(T )(1− e−λT )

q∞I∞ + C(T )
+

q∞I∞D(T )

q∞I∞ + C(T )
= p∞ (18)

The proof follows directly from Theorem 1. Notice that in case of q∞ < 1, there
is unique solution since the left hand side of (17) is decreasing in q∞.

Fig. 2 presents the probability pk that an individual relay, which is not busy
with any previous message, meets the source while it is proposing the kth mes-
sage. This probability is computed from analytical expressions as well as from
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simulations for different values of R, T = 1.00357 and N = 10 (the other pa-
rameters have the same value as in Fig. 1). In fact, the value of T is the value

of θ̂∞ = limk→∞ θk+1 − θk and the value of R is expressed as a multiple of
Rmin = R̄min +Cd = Cr + Cs

µ +Cd. The simulations consist of generating meet-
ing times of relays with the source and the destination, then each relay deciding
whether to accept or not the message when it meets the source, and then de-
termining which relay wins the reward. The value of pk was then averaged over
2, 000 sample paths. For the same parameter values, Fig. 3 presents the accep-
tance probabilities qk as well as their limiting value q∞. From these figures, it
can be seen that the steady-state is reached quite quickly (after 10 messages).

Fig. 2: Value of pk. Fig. 3: Value of qk and its limiting
value.

4 Performance Metrics

In this section, we use the results obtained in Section 3 to establish explicit
expressions for the probability of message delivery and the mean time to deliver
a message at the symmetric Nash equilibrium. Together with Theorem 1 and
(9), our first result, formally stated in Proposition 3, allows to compute the
probability of message delivery of each message.

Proposition 3. The probability of successful delivery of the kth message is ξk =
1− (1− qk pk)N .

Proof. Each individual relay participates to the delivery of the kth message with
probability qkpk, from which the result follows.

Fig. 4 shows the probability of message delivery for different values of R, and
the following parameter values: T = 1.00357 and N = 10. The other parameters
are the same as in Fig. 1. The probabilities obtained with event-driven simula-
tions are also shown in Fig. 4. In the simulation, we generate the inter-contact
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times between the source, the destination and relays. We then let the relays
follow the mixed strategy with qk computed from previous sections. We run the
simulation 5000 times and take the average.

Fig. 4: Analytical probability of message delivery and simulated probability for
different values of R̄.

Proposition 4. Let Dk denote the delay of the kth message. It holds that

E(Dk|Dk <∞) =
1

ξk

∫ ∞
(k−1)T

(1−Q(t))
N−(1− qkpk)Ndt

where, with the notation m = min(t, kT ), Q(t) is defined as

Q(t) = qk

∫ m

(k−1)T
φk(x)

[
1−e−λ (m−x)−Ik(x, t)

]
dx, (19)

and represents the probability that an individual relay will deliver the kth message
by time t.

Proof. The probability that an individual relay that comes into play at time x
will meet the source by time m ≥ x and the destination by time t ≥ m is∫ m

x

λe−λ(s−x)
(

1− e−µ(t−s)
)
ds = 1− e−λ (m−x) − Ik(x, t).

With m = min(t, kT ), it follows that the probability that an individual relay
will deliver the kth message by time t is

Q(t) = qk

∫ m

(k−1)T
φk(x)

[
1− e−λ (m−x) − Ik(x, t)

]
dx,
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and hence the probability that the message is not delivered by time t is P (Dk > t) =
(1−Q(t))N . The proof now follows from

E(Dk|Dk <∞) =

∫ ∞
0

P (Dk > t | Dk <∞) dt,

=
1

ξk

∫ ∞
0

P (Dk <∞)− P (Dk ≤ t) dt,

=
1

ξk

∫ ∞
0

P (Dk > t)− (1− qkpk)Ndt.

Fig. 5 shows the mean message delivery time for different values of R. The
delays obtained with event-driven simulations are also shown on the figure. The
parameter values are identical to those used in Fig. 4.

Fig. 5: Analytical delay and simulated delay.

5 Comparison between the Threshold-type Strategy and
the Randomized Policy

In this section, we compare the performance obtained with the threshold-type
strategy in the full information setting and with the randomized policy in the no
information setting. We first consider the case where the source proposes each
message for the same amount of time in both settings, that is, T = θk for the
kth message (θk and γk are the first and second thresholds, respectively, for the
kth message). Fig. 6 shows the structure of the Nash equilibrium strategies for
the first message in both settings. It turns out that the randomized policy is
either to reject the message (q = 0) or to accept it (q = 1) depending on the
value of R, but independently of the value of λ. In contrast, the value of γ in the
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threshold-type policy depends on the value of λ. We emphasize that when q = 1
and γ = ∞, the two policies coincide: all relays accept the message as long as
it is proposed by the source and keep it until they meet the destination (this is
not the case when γ <∞ since relays can drop the message before meeting the
destination). Therefore, in this situation, the source does not need to provide
the birth-time of its messages. Moreover, the relays do not need to take care of
time, they just decide to accept a message or not, and then keep the message
until meeting the destination. Fig. 7 compares the message delivery probabilities

(a) Randomized Policy (b) Threshold-type Policy

Fig. 6: Randomized and threshold-type policies as functions of R and λ for the
first message when T = θ1. The values of the parameters are µ = 0.4, Cd = 2,
Cr = 4, Cs = 0.5 and N = 3.

in both settings as T varies. In this case, we consider the steady-state message
delivery probabilities, which are obtained as k → ∞, for two different values
of R. The figure also shows the asymptotic value of the acceptance probability
q∞ in the no information setting. For R = 2Rmin = 10, we have θ = 0.65 and
γ =∞ for the threshold policy. We observe that the message delivery probability
in the no information setting increases as T grows: for T ≤ θ, the acceptance
probability q∞ = 1 and the message delivery probability is lower than in the
full information setting. Both settings coincide when T = θ, as expected. For
T > θ, the acceptance probability q∞ < 1, but the message delivery probability
keeps increasing until it reaches its limiting value, which is higher than in the full
information setting. For R = 3.5Rmin = 17.5, we have θ = 0.91 and γ = 3.07.
We observe a similar behavior of the message delivery probability in the no
information setting, despite the fact that in this case γ < ∞. These results
suggest that by using a value of T slightly larger than θ, and for the same
reward value R, the source can increase its message delivery probability if it
does not tell the relays when a message was generated.



A mixed strategy for a competitive game in Delay Tolerant Networks 13

Fig. 7: The message delivery probability in mixed strategy and threshold strat-
egy, with µ = 0.4, Cd = Cr = 2, Cs = 0.4, N = 10 and λ = 1.5.

6 Conclusions

We analyzed a competitive DTN game between N relays in which the source
does not give information on the message generation times to the relays. The
equilibrium obtained is a mixed one in which a relay accepts a message with a
certain probability. This contrasts with the threshold-based equilibrium in [18] in
which the source gave message generation information to the relays. Simulations
suggest giving no information on the message generation times can be advanta-
geous to the source compared to giving information. By taking the duration for
which a message is proposed to be slightly longer than the equilibrium thresh-
old in [18], the source can improve the limiting value of its message delivery
probability.
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A Proof of Theorem 1

Before proving the lemma, we first prove that the probability Ps(qk) is decreasing
in qk. With r = pkqk, we have

∂Ps(qk)

∂qk
=
Nr(1− r)N−1 − 1 + (1− r)N

(Nr)2
(20)

The numerator is negative since it has value 0 when r = 0 and it is decreasing in
r (the derivative w.r.t r is negative), and thus in qk. It follows that the expected
net cost R̄min − R̄ Ps(qk) is increasing in qk and reaches its maximum value for
qk = 1.

Assume R̄ > R̄min. If the other relays play qk = 1, the best-response strategy
of the tagged relay is q′k = 1 if and only if R̄min−R̄Ps(1) < 0, which is equivalent
to (3). On the other hand, for qk ∈ (0, 1) to be a symmetric equilibrium, R̄min−
R̄Ps(qk) = 0 must hold, which is equivalent to (4). It is easy to see from (4) that
R̄ is an increasing function of qk such that R̄ ∈ [R̄min, R̄max], where R̄max =

Nqkpk
1−(1−qkpk)N R̄min. Therefore, there is a bijective function between R̄ and qk.

Hence, for any R̄ ∈ [R̄min, R̄max], we always can find a value of qk such that the
equation (4) is satisfied.


