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Simple Approximations of Performance Metrics for a link
integrating elastic and streaming traffic
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31077 Toulouse, France.
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Abstract. We consider a flow-level model of a single-bottleneck link where elastic flows com-
pete with fixed-rate streaming flows. We assume that a call-admission control mechanism is
used to limit the overall volume of streaming traffic. We further assume that streaming flows
are served with priority, the remaining bandwidth being fairly shared by elastic flows according
to Balanced Fairness. We derive exact performance results for streaming flows, and propose two
different approximations for elastic flows. The first approximation provides insensitive perfor-
mance bounds, whereas the second one is based on a quasi-stationary assumption. Simulation
results show that the performances are well estimated with the proposed approximations.

Keywords: Performance estimation, streaming traffic, elastic traffic, balanced fairness.

1 Introduction

Internet traffic consists of data sent by different kinds of applications. Given the large variety of
applications, it is useful to distinguish between two broad classes of flows: elastic and streaming
flows. Elastic flows correspond to the transfer of digital documents (e.g., web page, file, emails) and
adapt their transmission rate to the available bandwidth by means of a transport protocol typically
Transmission Control Protocol (TCP). They are characterized by a fixed size and variable duration
which determine user perceived performance. The time required to transfer a document or equivalently
the throughput achieved for a document transfer constitute the main performance criterion for an
elastic flow. Streaming flows are produced by audio and video applications such as video streaming
and voice over IP services. This kind of traffic is often associated with applications, which use User
Datagram Protocol (UDP). They are characterized by a fixed rate and variable size which determine
user perceived performance. The amount of data received within the admissible delay or equivalently
data loss constitute the main performance criterion for a streaming flow. Since streaming flows usually
have stringent quality of service requirements, it makes sense to give them some form of priority over
elastic ones. If nothing is done to prevent streaming flows from grabbing the whole network capacity,
this can however lead to a severe performance degradation for elastic flows [9].

In this paper, we investigate the performance of elastic and fixed-rate streaming flows when call ad-
mission control is used to limit the number of simultaneous streaming flows. We consider an idealized
flow-level model where the number of ongoing flows randomly varies as new flows are initiated, and
where the flow rate adaptation is perfect and instantaneous. Flow-level models have been introduced
by Massoulié and Roberts for evaluating Internet performance [11]. Most studies on performance
evaluation of internet traffic concern elastic traffic. In [11], Massoulié and Roberts provide the first
analytical performance results for networks with multiple resources. An extension to homogeneous
hypercubes networks was proposed by Bonald and Proutiere [3]. In [6], [2], Bonald et al. derived
performance results for a general network topology under balanced fairness. The performance under
balanced fairness is much easier to analyse than under other sharing schemes [1]. This is due to the



reversibility of the underlying Markov process, which allows one to derive the equilibrium distribution
by a simple recursion. Moreover, the performance of any network whose resources are shared accord-
ing to balanced fairness is insensitive to traffic characteristics and depends on traffic characteristics
through the traffic intensity only. The integration of streaming and elastic traffic has been considered
only in few works. Most studies on the integration of streaming and elastic flows where priority is
given to streaming flows over elastic flows [9] relies on the assumption that the flows sharing the link
are homogeneous, however. In practice, flows have different bandwidth requirements or constraints.

The main contribution of the present paper is to provide simple and explicit performance approxi-
mations for heterogeneous elastic flows with differing maximum bit rates so called multi-rate systems
[5].

The rest of this paper is organized as follows. In the next section, we describe the basic model
of a single bottleneck link shared by elastic and fixed-rate streaming flows. We extend the results to
a multi-class system in section 3 and to the multi-rate case in section 4. We give some concluding
remarks in Section 5.

2 Basic model

The basic model consists of a single link of capacity C' shared by elastic and streaming flows without
any rate limit. In the following, elastic flows are called flows of class 1, while streaming flows are
considered to be of class 2. Elastic flows arrive according to a Poisson process at rate A\; and have a
fixed amount of data to transmit of mean 1/p; Mbps. Streaming flows arrive according to a Poisson
process at rate Ay, stay for an arbitrarily distributed random duration of mean i during which they
send data at a constant bit rate d Mbps. We define p; = \;/pu; as the traffic intensity of class-i.
We denote by z; the number of class-i flows and x = (z1,z2) the network state. We let ¢;(x) be
the rate allocated to class-i flows at a state x. We assume that streaming flows have the priority.
Since streaming flows have a constant bit rate, we have ¢2(x) = x2d. In order to limit the bandwidth
allocated to streaming traffic to at most Cs < C', an admission control mechanism is used: Denoting by
Ng = %, an arriving streaming flow is admitted in state x if and only if zo < N;. As well, we assume
that at a state x elastic flows fairly share the remaining bandwidth unused by streaming flows. The
bandwidth allocated to flows of the same class are shared equally. A necessary and sufficient condition
for stability is,

p1<C*CS (1)

This stability condition is assumed to be satisfied in the sequel.

2.1 Performance metrics for streaming traffic
The main performance metric for streaming flows is the blocking probability. Focusing on the number
of accepted streaming flows, the set of allowed states is Xs = {z2 : 22 < N}, and a streaming flow

call is blocked whenever x5 € X; ={x9 : Cs—d < zad < Cs}. The marginal distribution of x5 is
easily obtained using standard results from the theory of multi-rate loss networks [10]

o
ms(w) = ms(0) 20, @y € X%, (2)
Zo:
from which the blocking probability follows

B= Z s (x2). (3)

IQGX;



2.2 Approximate performance metrics for elastic traffic

In this section, we evaluate the performance of elastic flows through their throughput v; defined as
the ratio p1/F[z1] where E[x1] denotes the expected number of elastic flows in progress. We recall
results in absence of streaming traffic. We then extend the results to account for streaming traffic.

Absence of elastic flow In absence of streaming flows, this system reduces to a single processor
sharing queue, the model originally defined by Massoulié and Roberts [11]. The stationary distribution
of the number of ongoing elastic flows is

m(x) = (1= p1)p1- (4)

Corresponding to the mean number of elastic flows

E[$1} = Op—lpl' (5)

From which the elastic flow throughput follows

71 =C-p1. (6)

Presence of streaming flow In presence of streaming flows, we propose two performance ap-
proximations for elastic flows. We first provide insensitive performance bounds. We then propose
performance approximations based on a quasi-stationary assumption.

Insensitive bounds We note that the system can be represented as a network of two processor sharing
nodes. At a state x, the corresponding service rate at each node is given by

¢2(X) = Z‘Qd, 0 S T2 S Ns7 (7)

and,

¢1(x) = (C' = w2d) 0 <@y <N, (8)

If the system is insensitive to traffic characteristics (e.g., flow size distribution), one can easily
evaluate the stationary distribution of the network state and thus derive all performance metrics. As
explained in [2], a necessary condition for insensitivity is the following balance property

P1(x—e2)  ga(x—e1)

(9)

$1(x)  da(x)
for all states x such that z; > 0 and xzo > 0. where e; = (1,0) and e3 = (0,1).
Since
P1(x —€3) Pa(x —e1)
—_— > 1= ——" 10
$1(x) $2(x) (10)

We deduce that the stationary distribution of the network state is sensitive to traffic characteris-
tics. In such a situation, it usually extremely difficult to derive explicit expressions for performance
measures without making some specific assumptions about traffic characteristics. However, following
the approach described in [4], insensitive stochastic bounds on the system x(t) at time ¢, valid for
any traffic characteristics, can be derived, provided the monotonicity property holds e.g. removing
a customer from any node does not decrease the service rate of any other customer. Note that this
monotonicity property is satisfied by many real systems. More precisely, consider a network of k
processor-sharing nodes. Formally, the monotonicity property can be stated as follows



di(x —e5) = ¢i(x), (11)

for all 4,7 where 4, j corresponds to any processor sharing node in the system, and for all vector

states x = (21, ...2) such that ; > 0 and x; > 0 where z; represents the number of flows in node

i. It easy to check from equation (10), that this condition is satisfied. The network state x(t) at any
time ¢ satisfies

z=(t) < a(t) < @' (1); (12)

Where z~(t) and z7 (¢) are the states of two virtual insensitive processor sharing systems at time
t. The lower and upper bounds z~(t) and x(¢) are entirely characterized by the so-called balance
function #~ and &1, respectively (see [4]). It remain difficult in general to find an explicit expression
for these functions. A notable exception is the case of biased networks. The so-called ”bias property”
holds if nodes can be numbered in such a way for all pairs of nodes %, j such that i < j:

Pi(x —ej) _ ¢j(x—e)
6 = 600

(13)
For biased networks, we have

—1

éf(x) = H¢k(zek) X H¢1(i€1 + erjej) s (14)
i=1 i=1 j
and,

-1

1 Tk k—1
ot (x) = | [[ orlier) x .. x [] oulier + Y zjes) | (15)
i=1 i=1 j=1

The stationary distribution of the system z~(¢) and z*(¢) , provided they exist, are then given
by

k
m(x) =7 (08 (x) [T o, (16)
i=1

X —1
Where 77(0) = <Z P (x) H pf’)
i=1

X

and,
k
T (x) =77 (0)97 (%) H i (17)

k -1
Where 7t (0) = <Z ot (x)[] p?)

X i=1
One easily sees that the bias property holds in this case, yielding the following result.
If py < C — 4, it follows from (16) and (14) that v, < 71, where 7; denotes the elastic flow
throughput for the lower bound
Y =p/ETxi]=C—p (18)

P1
—p1°

where E7[x;] = 5



Similarly it follows from (17) and (15) that ~;" > 71, where ;" denotes the elastic flow throughput
for the upper bound,

M o= /EY[x], (19)
ZJYSZO e alw2) 2
+ _ T C—xod—pg — 1 P2
where ET[x1] = SN ate) and a(z) = e —

Quasi-stationary analysis The basic idea of the Quasi-stationary (QS) assumption is to assume that
the number of elastic flows evolves rapidly with respect to the number of streaming flows and thus
reach a statistical equilibrium before the number of streaming flows has evolved. We can use the QS
assumption as follows. Assuming that xo is fixed, we can obtain the mean number E[x;|zs] of elastic
flows in progress by replacing C with C(z2) = C — x2d in equation 5. It follows, the mean number of
class-i elastic flows in progress can be approximated,

Bl = 3 Bloiles] ma(ea). (20)
T2EX;s

Equation (20) immediately yields the following approximation for elastic flow throughput

n=p/ Y Elefeami(a). (21)

T2E€Xs

FEzample 1. Pour tudier la prcision des approximations, on considre dans un premier temps To study
the accuracy of the proposed approximation, we consider as a first example a single link of capacity
C = 30Mbps shared by 2 classes of flows. Class-1 correspond to elastic flow whereas class-2 corre-
sponds to streaming flows. Consider that ¢ = 4Mbps and d = 2Mbps. Consider that elastic flows
represent a proportion 90 % of the total traffic and streaming flows represent 10 % of the total traffic.
Define a = ;\\i—fj

Figure 1 shows the evolution of the expected number of elastic flows as a function of the offered
load for different value of «.
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Fig.1: Mean number of elastic flows in progress

We observe that the results obtained under the QS assumption are close to the numerical results
obtained using discrete-event simulation for different value of a. We also note that the relative error
decreases when the QS assumption is satisfied i.e., « is small enough.



Figure 2 compare the proposed approximations (QS approximation and insensitive bounds) when
« is small enough (o = 1072) with the results obtained with discrete-event simulations for class-
1 elastic flows with respect to the traffic load. We note that the QS approximations provide more
accurate results then the insensitive bounds. The relative error of the QS approximation is below 3
% in all traffic regimes, whereas the accuracy of the upper and lower insensitive bound decreases as
the total link utilization increases.

or Simulation s “

sk | QS approximation 0=10" _- - ]
g ~ = Lower bound -7
2 7 |--- . f
% Upper bound ,
= ’
8 6 . i
© ,
S 5 P ]
8 .- PR
E 4r P s 4
2 - e
& 3F _- _.- |
o _ .
s P e

2 - - i

- —=
W= i
- ~
ouF= = T . . . . . .
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8

Fig. 2: Mean number of elastic flows in progress

3 Multi-class extension

In this section, we extend the results obtained in section 2 to multi-class systems. To simplify we
will use the following notation. We denote by IR; the set of non-negative real numbers, and IN
the set of natural numbers. We let e; be the vector with 1 in position 4, and 0 elsewhere (the size
of the vectors will be clear from the context). Given two vectors y = (y1,...,ym) € IRT and

x = (x1,...,2p) € NY | |x| denotes the sum > %:1 Zm, X! denotes the product H%zl ZTm!, and y*
. M 4 )
is the product [],,_, yrm.

3.1 Model description

We consider again an isolated bottleneck link of finite capacity C' shared by streaming and elastic
flows. We let S and £ be the set of streaming and elastic flow classes, respectively. Streaming flows
of class i arrive according to a Poisson process at rate \; and have an arbitrarily distributed random
duration of mean 1/, during which they send data at a constant bit rate d; Mbps. Similarly, elastic
flows of class i also arrive according to a Poisson process at rate A\; and have a fixed amount of data
to transmit of mean 1/u; Mbps. Each class-i elastic flow has a maximum bit rate. To simplify the
analysis of the model, we shall assume that this maximum bit rate is identical for all classes. Thus,
we shall assume that the maximum bandwidth allocation of an individual flow is ¢ Mbps whatever
its class. We denote by z; the number of ongoing flows of class i. We let x = (x*,x°) be the state of
the system, where x* = (7;),.s and x° = (2;),.s. We denote by ¢;(x) the bandwidth allocated to
class-i flows in state x. Again, we assume that streaming flows have priority. Since streaming flows
have a constant bit rate, we have ¢;(x) = x;d; for i € S. In order to limit the bandwidth allocated
to streaming traffic to at most Cs < C, an admission control mechanism is used. Thus, an arriving
streaming flow of class & is admitted in state x if and only if ), 5 ¢s(x) < Cs — di. We assume that



elastic flows share the remaining capacity unused by streaming flows according to balanced fairness
(BF)[2]. Flows of the same class equally share the allocated bandwidth. In the following, we refer to
p = (pi);ceus as the traffic intensity vector where p; = A;/p; corresponds to the traffic intensity of
class-i flows and denote by 6 = >, - a;p; the total offered elastic traffic. A necessary and sufficient
condition for stability is therefore

0<C—-Cs. (22)

For the remainder of the paper we will assume that the stability condition is satisfied.

3.2 Performance metrics for streaming traffic

As in the previous section, we evaluate the performance of streaming flows through their blocking
probability. We let ps(n) = > ,_, 7s(Xs) where m(x;) denotes the marginal distribution of x,. We
assume that C' and d; are integers for all i € S and evaluate p (n) for n < Cs in a similar way as in
the Kaufman-Roberts recursive formula [10] from which we deduce lemma 1,

Lemma 1. The blocking probability of class i € S is given by,

B'L' - Z ps(n)v (23)

n>C—c;

where

pa(n) = p(0) Y Bp(n — dy), (24)

€S

—1
with ps(0) = (chio Y ies Fps(k — dl)> , ps(0) =1 and ps(n) =0 forn < 0.

3.3 Approximate performance metrics for elastic traffic

As in section 2, we evaluate the performance of class-i elastic flows through their throughput ~;
defined as the ratio p;/E[z;] where E[z;] denotes the expected number of elastic flows in progress.
We first provide insensitive performance bounds for elastic flows. We then propose simple performance
approximations based on the QS assumption.

Insensitive bounds We observe that this case can be modelled as a network of processor sharing
nodes where customers in nodes i correspond to class-i flows. The corresponding service rate at each
node is given by
r;d; ZfZ €S
$i(x) = Tmin (c, 7072’@9‘ dm(x)) otherwise

One can easily verify that the balance property is violated by the service rates. Indeed, we have

Pj(x—e)  gilx—ej)

5 e (25)
or (x—ey) o Gy (x — ej')
P T R (26)
and,
¢i(x — ei/) >1= ¢i’ (X - 62) (27)

¢i(x) oy (x) 7



forall 4,5 € &£, i/,j/ € § and for all state x such that z; > 0, z; > 0, ,» > 0 and x> 0.

From (27), we deduce that the stationary of the network state is sensitive to traffic characteristics.
However, following the same approach described in section 2, we can obtain insensitive performance
bounds for elastic flows.

From (25), (26) and (27), we deduce that the monotonicity property and the bias property holds.
The corresponding balance functions may then be written as

Hf[¢1 Zxkek +]el X HH¢1 Z emxm+zxkek +j€1

€€ j=1 €S j=1 me&
(28)
and,
. -1
ot HH¢szkek+J€z XXHH@ Zemmm+zwkek+36
€S j=1 €€ j=1 meS
(29)

(28)-(29) immediately yields the following lower and upper performance bounds for class-i through-
put

v =pif Y w087 (x)p*, (30)
where 77(0) = (3, &~ (x)p%) .

= o) 3wt (0)8F (x)p%, (31)

where 7+(0) = (30, &+ (x)0%) !
Note that for the multi-class case the insensitive bounds are quite loose. We propose in the next
subsection simple performance approximations for elastic flows based on the QS assumption.

Quasi-stationary analysis We can easily extend the QS approach to the multi-class case as follows:
Assume that x° is kept fixed. By lettingn = ), s ¢i(x?), elastic flows share the remaining bandwidth
C — n according to BF, which is equivalent to the ordinary Processor Sharing (PS) discipline as long
as ) ;ce v < N = (C —n)/c. The resulting system can be analysed using the theory of Generalized
Processor Sharing (GPS) queues [8]. Provided that the total offered elastic traffic 6 = 3, o pr <
C —n, it yields the following simple expression of the mean number of class-i elastic flows in progress
conditioned on n (see [7])

Blagln] = 2 + B 72— (32)

where B(n) represents the congestion probability of an equivalent link of capacity C'—n and is given
by the well-known Erlang delay formula, i.e.,

C—n-6 . (33)




The above QS approximation immediately yields the following approximation for class-i through-
put:

vi=pil Y Elxfn]ps(n). (34)

n<Cyg

Although (32) was derived in the case of a common rate limit for all elastic classes, a similar
expression (although slightly more complex) can be obtained in section 4 for the multi-rate case.

Ezxample 2. To illustrate the result obtained in this section, we consider as a second example that a
link of capacity 30 Mbps is shared by 4 traffic classes, the first two classes corresponding to elastic
traffic while the other ones correspond to streaming traffic. It is assumed that ¢; = co = 4Mbps,
ds = 3 and dy = 4 Mbps. We further assume that the total offered traffic is composed of 90 % of
elastic traffic.

Figure 3 compare the proposed approximations with the results obtained with discrete-event
simulations for both class-1 and class-2 elastic flows. The relative error of the QS approximation
is below 5% in all traffic regimes, whereas the accuracy of the upper and lower insensitive bound
decreases as the total link utilization increases.
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Fig. 3: Mean number of elastic flows in progress

4 Multi-rate extension

In this section, we propose an extension of the QS approach to the multi-rate case. We assume that
each elastic flow of class i has its own rate limit ¢; and denote by ¢ = (¢;);c¢ the vector of per-flow
rate limit.

4.1 Absence of streaming traffic

Observe that in absence of streaming traffic, as shown in [2], one can compute the probability of each
state x from

7(x) = 7(0) B(x)p", (35)

Where & refers to the so-called Balance function, recursively defined by

D(x) = max{éz:gli(x—ei),max@(x_ei)}7 (36)

€€ ¢
= v

with #(0) = 1, and ¢(x) = 0 for any state x such that z; < 0 for some .
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In theory, all performance metrics of interest can be derived from (36)-(35). In practice however,
the approach based on the computation of state probabilities suffers from the curse of dimensionality.
If truncation of the state space INM is feasible in light traffic regimes, the direct computation of the
above performance metrics cannot be done when either the number of flow classes gets large, or when
traffic intensities are not enough small. In order to evaluate the number of expected class-i elastic
flows in progress in an explicit and simple way, we propose the following proposition.

Proposition 1. The mean number of class-i elastic flows in progress is given by

Elal] =2 3" 7 + g0 - Y wlx)

v xc<C xc<C—c;

e DI D D15} (37)

k C—crp<xc<C

where T (x) = W(O)% for all x such that |cx| < C, and

_ p* 1 p*
m(0) = x!ex + C—-0 Z Pk Z x!ex

|xc|<C ke& C—cp<|xc|<C

Proof. see Appendix.

4.2 Presence of streaming traffic

The QS approach can be easily extended to the multi-rate case. In presence of streaming traffic, we
can obtain the mean number E[x§|n] of class i elastic flows in progress given the total streaming flow
throughput n=3,_s ¢s(x,) by replacing C' with = C' —n in equation 37. We obtain the following
approximation for class-i throughput:

vi=pi/ Y Elfln]ps(n). (38)

n<Cs

Ezxample 3. As a final example, we consider again Example 2 but suppose now that ¢; = 2Mbps and
co = 3Mbps. Figure 4 shows the evolution of the mean number of class 1 elastic flows obtained using
the QS approach and discrete-event simulation results as a function of the traffic load. We observe
that the result obtained under the QS assumption are very close to the simulation results. The relative
error is below 3% for all traffic regime.

5 Conclusion

We have investigated the performance of streaming and elastic flows when call admission control
is used. Exact results for streaming flows and performance approximations for elastic flows were
presented. Future work include the extension of our results to an arbitrary network topology.
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Appendix

Proof of proposition 1

In

this case, the balance function can be simplified to

HL if |xe| <C

xilet

P(x) = k
o Z &(x —eg)  otherwise
k

It follows that Vi € € ¢;(x) = x;¢; in the absence of congestion: |xc| < C. We first note that

1

A(x— €1) = n(0)0(x — ),
= X 0)ox)p7,
= (39)

Pi
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it yields

T;C,
|xe|<C |xe|<C e
Pi
== m(x — €;)
Cs
v |xc|<C

=2N aw)

C;
[xc|<C—c;

(40)
We have,
1
Z xm(x) = - Z Zmipkw(x —ex)
[xc|>C |xc|>C k
i 1
=8 Y WY a Y am)
|xc|>C—c; k |xc|>C—cy,
i 1
=5 Y g Y e+ Y am(x)
|xc|>C—c; k |xc|>C k C—cp<|xc|<C
i 1
e D DRI O R S SR 2C. (Y
c—-46 c-90
|xc|<C—c; k C—cp<|xc|<C
(41)
from which the result follows since E[z!] can be written as
Blat] = 3 ()
= Z xm(x) + Z 2w (X)
|xc|<C |xc|>C
(42)
where 7(x) = 7(0)@(x)p* and,
w(0)7h =) B(x)p*
= ) )+ D Bx)p*
[xc|<C |xc|>C
(43)

Since

PSR DI ST S

|xc|>C |xc|>C ke&

=%Zpk > Bx)p%,

ke& |xc|>C—cy,

o DI DD ST

|xc|>C ke& C—cp<|xc|<C
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It yields

OIS P DI T (44)

|xc|>C ke& C—cp<|xc|<C

We deduce,

0= Y RS Y Y

|xc|<C ke& C—cp<|xc|<C
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