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Impulsive zone model predictive control for rendezvous hovering phases

Christophe Louembet1, Alejandro H. González2 and Paulo R. Arantes Gilz1

Abstract— In this manuscript, an impulsive zone MPC for-
mulation is proposed to tackle the problem of the spacecraft
rendezvous control. The control objective is to maintain the
follower spacecraft in a given subspace with respect to a leader
vehicle by stabilizing the set of periodic relative orbits included
in a given hovering zone. The idea is to incorporate this hov-
ering zone as a target set into the MPC cost function, in order
to permit a single MPC formulation and a receding horizon
implementation. The control algorithm takes advantages of
a relative motion parametrization for which the set of the
equilibrium states represent the set of periodic orbits to prove
the stability of the hovering zone and to enlarge significantly
the domain of attraction. Several simulation results show that,
in addition, performances in terms of convergence and fuel
consumption are improved in comparison with previous works.

Keywords: Spacecraft rendezvous, Zone MPC, Impul-
sive control system

I. INTRODUCTION

In the context of the industrial development of on-orbit ser-
vices (see [1]), mastering spacecraft rendezvous is a priority
and , from the approaching phases to closing maneuvers, the
feedback control algorithm is crucial. This work addresses
the hovering phase of a rendezvous mission. This phase –
which is useful for measurement tasks, safe observation, syn-
chronization or simply waiting for mission control decision
– consists in controlling the position of a deputy spacecraft
relatively to a leader vehicle.

The leader spacecraft is assumed to be inert and evolves on
its natural orbit while the deputy is able to control its orbit by
means of chemical thrusters. Contrary to electrical thrusters,
chemical engines provide high thrusts on short periods of
time compared to space mechanics time constants (basically
the orbital period). Considering a large time scale difference
between the relative motion dynamics and the control effects
on them, the control signal will be therefore modeled as an
impulsive signal. Thus, the addressed problem in this paper
can be classified as impulsive control systems (ICS, [2]) from
a dynamical systems point of view.

Rendezvous guidance and control under impulsive as-
sumption leads to a venue of works since the beginning of
the century (see the review papers [3], [4]). Among different
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control frameworks, Model Predictive Control (MPC) has
been the most popular one because it ensures stability
while minimizing a flexible objective function (the cost) and
satisfying technological constraints (thrusters saturation, safe
path constraints, etc.). For instance, different safety require-
ments have been addressed such as visibility constraints [5],
collision or plume avoidance [6], [7], or hovering [8]. Thanks
to MPC properties, stability can be proved even in presence
of obstacle avoidance requirements [9]. Robust performances
can also be guaranteed using constraint tightening MPC (see
[10] and references therein) or tube-based MPC (see [11] and
references therein). Moreover, it has also been shown that
this family of optimization-based algorithms can effectively
be onboarded on real spaceflight devices ([12], [13]).

In a more general frame, ICS have received great attention
in the last decade, specially in the field of biomedical
research (diseases treatments, where the drug intakes are
of short duration). To propose a proper MPC formulation
in this context, two main problems had to be solved: the
characterization of generalized equilibrium and invariant
sets of ICS (out of the trivial case of the origin) and the
consideration of entire sets (instead of points) as control
objective (zone control). The control objective is, in any case,
that discontinuous and non stationary state trajectories of ICS
remain in the objective set upon convergence. Two different
approaches in this line were presented in [14], [15], [16].

In this work, the basic ideas underlying the so-called
impulsive zone MPC (IzMPC) of [15] are used to propose
a new controller, specifically formulated for the guidance
of a rendezvous to a given hovering zone. To this ends,
some interesting periodicity properties – coming from the
formal description of the periodic relative orbits included in
a given polytope (developed in several recent works, [17],
[18], [19]) – are exploited. The benefits of these properties
in the context of IzMPC can be described three fold: it
ensures recursive feasibility and closed-loop stability, it has
an enlarged domain of attraction (in a rather natural form,
without using additional optimization variables) and it shows
a good performance (in terms of the objective function,
convergence rate and fuel consumption) in comparison with
other recent strategies [20], [19].

The organization of the paper is as follows. In Section
II, the modeling details of the hovering zone problem are
presented, including some useful similarity transformations,
a description of the impulsive nature of the controls and
the characterization of the hovering constraint zone. Then,
in Section III, the proposed IzMPC controller is presented,
while the stability of the resulting closed-loop is proved in
Section IV. In Section V, a comparison of the controller



performance with other existing strategies is performed, by
means of some numerical simulations. Finally, in Section VI,
the conclusions of the work are given.

II. MODELING THE HOVERING PROBLEM

In this section, the relative dynamics will be first ex-
posed in terms of cartesian state X . Then, the Deaconu
parametrization of the relative motion is introduced as a
specific state with its own dynamics and closed-form tran-
sition. In a second step, the hovering zone problem is
described in terms of constraints on the relative state: the
admissible set of relative orbits is defined by means of linear
matrix inequalities. This definition will be then used in the
development of the predictive control law.

A. Relative dynamics and motion parametrization

The relative motion consists in the motion of a follower
spacecraft Sf with respect to a passive target spacecraft Sl.
It is modeled in the frame centered on the leader spacecraft,
namely Local Vertical / Local Horizontal (LVLH) frame,
given by {Sl,−→x ,−→y ,−→z }, rotating with respect to the Earth-
Centered Inertial (ECI) frame, given by

{
O,
−→
I ,
−→
J ,
−→
K
}

(see
[21] for details). Under Keplerian assumptions, the leader
orbit is located by the true anomaly ν on its orbit, mainly
described by its semi-major axis a and its eccentricity 0 <
e < 1.

l

Fig. 1: Inertial and relative frames.

The relative motion is defined as the time history of
the relative vector

−−→
SlSf in figure 1. Its state representation

is given by the relative position and velocity, X(t) =
[x(t), y(t), z(t), ẋ(t), ẏ(t), ż(t)]T . Assuming the relative
navigation hypothesis i.e. ‖−−→SlSf‖ � ‖

−−→
OSl‖, linearized state

dynamic equation is provided in [22]:

Ẋ(t) =




0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1

ν̇2− µ
R3 0 ν̈ 0 0 2ν̇

0 − µ
R3 0 0 0 0

ν̈ 0 ν̇2+2
µ
R3 −2ν̇ 0 0




︸ ︷︷ ︸
A(t)

X(t), (1)

where the time varying dynamic matrix depends on the true
anomaly, ν, and the orbital parameters of the leader ν̇ =√

µ
a3(1−e2)3 (1 + e cos ν)2, being µ the Earth’s gravitational

constant, a the semi-major axis, and 0 < e < 1 the leader
orbit eccentricity.

A simplified version of (1) is obtained by replacing the
time t by the true anomaly ν as independent variable and
applying the following similarity transformation

X̃(ν) =

[
(1+ecν)I3 O3

−esν I3

√
a3(1−e2)3

µ(1+ecν)2 I3

]

︸ ︷︷ ︸
T (ν)

X(t), (2)

where the notation cν = cos ν and sν = sin ν
are employed. Thus, the true-anomaly-dependent state
X̃(ν) = [x̃(ν), ỹ(ν), z̃(ν), x̃′(ν), ỹ′(ν), z̃′(ν)]T is defined
along with its simplified dynamics [23]:

X̃ ′(ν) =




0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
0 0 0 0 0 2
0 0 0 0 −1 0

0 0
3
ρν
−2 0 0




︸ ︷︷ ︸
Ã(ν)

X̃(ν), (3)

where ρν = 1 + e cos ν. The main advantage of this state
representation is that a closed-form solution exists ([23])
such that:

X̃(ν) = Ψ(ν, ν0)X̃(ν0) = ψ(ν)ψ−1(ν0)X̃(ν0), (4)

where ψ(ν) is the fundamental matrix. In [17], a parametriza-
tion of the relative trajectories (4) is proposed such that:

D(ν) =




0 −(3ecν+e2+2) ρ2ν −esνρν 0 0

0 3(e+cν) −(2cν+ec2ν+e) sνρν 0 0

0
3sν (ρν+e2)

ρν
−sν(2+ecν) 2e−cνρν 0 0

1
3esν (2+ecν )

ρν
esν(2+ecν) ecνρν−2 0 0

0 0 0 0 cν −sν
0 0 0 0 sν cν




︸ ︷︷ ︸
C(ν)

X̃(ν).

(5)
D(ν) = [d0(ν), d1(ν), d2(ν), d3(ν), d4(ν), d5(ν)]T is the
so-called vector of Deaconu parameters (see [11] [17]).
Since matrix C(ν) is invertible, (5) defines a similarity
transformation and D is a proper state vector for the relative
motion. Its dynamics is given by

D′(ν) =




0 0 0 0 0 0
0 0 0 0 0 0

− 3e
ρ(ν)2 0 0 0 0 0

3
ρ(ν)2 0 0 0 0 0

0 0 0 0 0 0
0 0 0 0 0 0




︸ ︷︷ ︸
AD(ν)

D(ν). (6)

A closed-form solution to the differential equation (6) exists,
and it is given by:

D(ν) =




1 0 0 0 0 0
0 1 0 0 0 0

−3eJν0 (ν) 0 1 0 0 0

3Jν0 (ν) 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1




︸ ︷︷ ︸
Φ(ν,ν0)

D(ν0), (7)

where

Jν0(ν) :=

∫ ν

ν0

dτ
(1+e cos τ)2 =

√
µ
a3

t−t0
(1−e2)3/2

. (8)



This parametrization of the relative motion provides a
direct insight on the geometry of the relative orbits like the
relative orbital elements exploited in [24]. For instance, the
Cartesian relative position are expressed linearly in terms of
D states as:

x̃(ν) = d1(1 + ρ)sν − d2(1 + ρ)cν + d3 + 3d0J(ν)ρ2,

ỹ(ν) = d4cν + d5sν ,

z̃(ν) = d1ρcν + d2ρsν − 3ed0J(ν)sνρ+ 2d0,
(9)

On one hand, one can notice in (6) that D′(ν) = 0 whenever
d0(ν) = 0. Thus, the condition d0(ν) = 0 defines the
equilibrium states for the representation D. On the other
hand, the condition d0 = 0 implies that the position transition
is periodic according to (9). Thereby, the set of equilibrium
points of (6) is equivalent to the set of the relative periodic
orbits in the Cartesian coordinates and will therefore be
denoted

Ds = {D ∈ R6 : d0 = 0}. (10)

B. Impulsive Control System

The chaser vehicle is assumed to have 6 thrusters aligned
by pairs along each axis of the rotating frame so that
each axis are fully controlled. Moreover, the control signal
is considered as impulsive by the virtue of the chemical
propulsion assumption. The control instants νk are separated
by a constant ∆ν time. The impulsive control at a given time
νk, with k ∈ N, is denoted

∆V (νk) = [∆Vx(νk), ∆Vy(νk), ∆Vz(νk)]T ∈ R3. (11)

The impulsive control system (ICS) is now defined by





D′(ν) = AD(ν)D(ν), D(0) = D0, ν 6= νk,

D(ν+
k ) = D(νk) +BD(νk)∆V (νk), k ∈ N, (12)

where BD(ν) = C(ν)T (ν)B with B = [03 I3]T . Following
the ideas presented in [15], it is possible to associate two
discrete-time systems to the latter impulsive system. The first
one, which describes the system just before the impulsive
controls are injected, is given by:

D(νk+1) = Φ(νk+1, νk)D(νk)+Φ(νk+1, νk)BD(νk)∆V (νk).
(13)

The second system, which describes the system evolution
just after the impulses, is given by:

D(ν+
k+1) = Φ(νk+1, νk)D(ν+

k ) +BD(νk+1)∆V (νk+1),
(14)

where D(ν+
k ) = D(νk) +BD(νk)∆V (νk). In the addressed

control problem, control input saturation will be accounted
for. Therefore, each thruster is limited in thrust magnitude
so that the input constraints are described by

‖∆V (νk)‖∞ ≤ ∆V , ∀ νk. (15)

For sake of simplicity, the following notations are adopted

Dk = D(νk),

D+
k = D+(νk),

Φk = Φ(νk+1, νk),

Bk = Φ(νk+1, νk)BD(νk).

(16)

where Φ(νk+1, νk) is the transition matrix between time νk
and νk+1 (as defined in equation (7)). In the sequel, we will
consider that the control time instants, {νk}, are equidistant
so that νk+1 − νk = ∆ν, for all k ∈ N.

C. Hovering constraints

The aim of the control problem is to reach and stabilize
the hovering zone in the relative state space accounting for
the control input saturation (15).

During the hovering phases, the follower is required to
remain inside of a given limited region. This hovering zone
is described without loss of generality by a cuboid in terms
of Cartesian relative position:

x ≤ x(t) ≤ x̄, y ≤ y(t) ≤ ȳ, z ≤ z(t) ≤ z̄ , ∀t ≥ t0.
(17)

By applying the changes of variables (5) and (2), the set
of inequalities (17) can be rewritten in terms of D state:

x ≤Mx(ν)D ≤ x̄, y ≤My(ν)D ≤ ȳ, z ≤Mz(ν)D ≤ z̄, ∀ν,
(18)

where

Mx(ν) =
[
3eJν0(ν)(1 + e cν), (2+e cν)sν

1+e cν
, −(2+e cν)cν

1+e cν
, 1

1+e cν
, 0, 0

]

My(ν) =
[
0, 0, 0, 0, cν

1+e cν
, sν

1+e cν

]

Mz(ν) =
[−3eJν0(ν)sν + 2

1+e cν
, cν , sν , 0, 0, 0

]

(19)
Contrary to previously published papers (see [8], [25]),

the hovering approach is based on periodic relative orbits.
According to [26], the periodicity property is interesting from
fuel-consumption point of view. In fact, when these periodic
orbits are reached, the follower spacecraft is ensured to have
a bounded free motion in the absence of exogenous distur-
bances. Moreover, if the position constraints (17) are satisfied
by the periodic orbit tracked by the follower spacecraft, no
further corrective control are required to ensure the hovering
conditions.

In [18], the set of periodic orbits that belongs to the
tolerance cuboid has been defined as

SD = {D ∈ R6 : D ∈ Ds, and (18).} (20)

Since inequalities from (18) must be satisfied for all values of
ν, SD is described by infinitely many constraints. To obtain a
finite description of SD, [17] exploits results on non-negative
polynomials from [27] to boil down the inequalities (18) into
LMI conditions:

γl(D) = Λ∗(Yl), Yl � 0, l = {x, x̄, y, ȳ, z, z̄}, (21)

where γl(·) are a linear combination of state D (see [17] for
more details). Finally the set of constrained periodic orbits



can be finitely described as

SD = {D ∈ R6 : d0 = 0, γl(D) = Λ∗(Yl), Yl � 0, ...

l = {x, x̄, y, ȳ, z, z̄}
(22)

An alternative description of SD can be found in [18] where
it is described in terms semi-algebraic set:

SD = {D ∈ R6 : gl(D),≤ 0, l = {x, x̄, y, ȳ, z, z̄}, (23)

where gl(·) are multivariate polynomials in D. In any case, it
should be noted that SD is proved to be compact and convex
[19].

III. MPC FORMULATION

The control objective is to reach the hovering zone, SD,
by controlling the discrete-time system (13).

The proposed cost function is given by

JN (Dk, SD;uk)
∆
=
∑N−1
j=0 αdistSD (Dk+j|k) + ...

β
∥∥∆Vk+j|k

∥∥
l
+ γdistSD (Dk+N |k)

(24)

where Dk|k = Dk = D(νk) is the current state, Dk+j|k
denotes the state at time νk+j , predicted at time νk, u =
{∆Vk|k,∆Vk+1|k, · · · ,∆Vk+N−1|k} is the future input se-
quence, predicted at time νk, and distSD (D) denotes the
distance from state D to set SD. Furthermore, ‖ · ‖l denotes
a norm of order l, while α, β and γ are positive penalization
scalars. l ∈ IN is to be set to precise whether the consump-
tion (l = 1) or the control energy (l = 2) is considered.
For sake of clarity, the order of the norm function are
omitted since they are straightforward (the distance to SD
is evaluated through a 2−norm and l−norm is applied to
control variables, l = {1, 2}).

Remark 1: The distance function is defined as
distSD (D) = minD∗∈SD ‖D − D∗‖. So, the terms
distSD (Dk+j|k), j ∈ I0:N , in cost 24, could be replaced
by ‖Dk+j|k − D∗k+j|k‖l, with l ∈ IN, and an additional
constraint of the form D∗k+j|k ∈ SD, for j ∈ I0:N . This
way, N new optimization variables need to be considered.

The MPC Optimization Problem, solved at each time νk,
k ∈ N, can be written as:

PMPC(Dk) :

min
uk

JN (Dk, SD;uk)

s.t.





Dk|k = Dk,

Dk+j+1|k = Φk+jDk+j|k +Bk+j∆Vk+j|k,

‖∆Vk+j|k‖∞ ≤ ∆V , j ∈ I0:N−1,

Dk+N |k ∈ Ds,
In the later problem, Dk (the current state at time νk)

and SD are the optimization parameters, while uk is the
optimization variable. The first two constraints account for
the system dynamic (13), at each step of the prediction
(recalling that Φ(νk+j+1, νk+j) is denoted as Φk+j and
Φ(νk+j+1, νk+j)BD(νk+j) as Bk+j , for simplicity). The
third one is the input constraint. The fourth constraint is
the stability constraint forcing the state at the end of the

prediction horizon to be in a terminal set given by Ds (the
equilibrium set), which clearly contains SD.

Once problem PMPC is solved at time νk, the optimal
solution is given by the optimal input sequence

u0
k = {∆V 0

k|k,∆V
0
k+1|k, · · · ,∆V 0

k+N−1|k}, (25)

while the optimal cost is denoted as J0
N (Dk, SD)

∆
=

JN (Dk, SD;u0
k). The control law, derived from the appli-

cation of a receding horizon control policy (RHC), is given
by ∆Vk = κMPC(Dk) = ∆V 0

k|k, where ∆V 0
k|k is the first

element of the solution sequence u0
k.

IV. ASYMPTOTIC STABILITY OF SD

The following theorem summarizes the stability properties
of the proposed MPC formulation.

Theorem 1: Let us consider the MPC derived from the
solution to Problem PMPC(Dk). Then, target set SD is
asymptotically stable for the closed-loop system Dk+1 =
ΦkDk +Bk κMPC(Dk), with a domain of attraction given
by the controllable set in N steps to the terminal set Ds,
CN (Ds).

Proof: As usual in the context of MPC, asymptotic
stability of the objective set SD will be shown in three
steps: recursive feasibility, attractivity and stability.

Recursive feasibility of PMPC

Let us consider a state Dk ∈ CN (Ds), and the optimal
solution to PMPC(Dk), u0

k, for the current time νk. The
corresponding optimal state sequence is given by D0

k =
{D0

k|k, D
0
k+1|k, · · · , D0

k+N−1|k, D
0
k+N |k}. The optimal cost

function, associated to u0
k, is given by J0

N (Dk, SD)
∆
=

JN (Dk, SD;u0
k).

Now, once the MPC control law ∆Vk = κMPC(Dk) =
∆V 0

k|k is applied to the system, the state Dk+1 is given by

Dk+1 = ΦkDk +Bk∆Vk = ΦkDk +Bk∆V 0
k|k = D0

k+1|k,
(26)

which means that the state Dk+1 coincides with the the
optimal predicted state D0

k+1|k (undisturbed case).
Consider the following feasible solution candidates for

problem PMPC(Dk+1) (i.e. the optimization problem at time
νk+1):

ũ = {∆V 0
k+1|k,∆V

0
k+2|k, · · · ,∆V 0

k+N−1|k), ∆̃V }, (27)

where ∆V 0
k+i|k, i ∈ I1:N−1, are the optimal solution of

problem PMPC(Dk) and ∆̃V is a new input that needs to be
determined. Clearly, ∆V 0

k+i|k are feasible for all i ∈ I1:N−1,
because of its optimality. The state sequence corresponding
to ũ is given by

D̃ = {D0
k+1|k, D

0
k+2|k, · · · , D0

k+N |k, D̃}, (28)

where D0
k+N |k ∈ Ds because of the terminal constraint.

State D̃ is given by D̃ = Φk+ND
0
k+N |k + Bk+N ∆̃V .

But, by the invariant condition of Ds (Property 1, in the



Appendix), it there exists a feasible input ∆̃V such that
D̃ ∈ Ds. Therefore, ũ is a feasible solution to problem
PMPC(Dk+1), and so PMPC(·) is recursively feasible.

A. Attractivity of SD

Let us consider the optimal cost of problem PMPC(Dk),
J0
N (Dk), for a given state Dk ∈ CN (Ds),

J0
N (Dk) = JN (Dk, SD;u0

k)

=

N−1∑

j=0

α distSD (D0
k+j|k) + β‖∆V 0

K+j|k‖+ γ distSD (D0
k+N |k)‖.

(29)
Consider also the cost obtained for problem PMPC(Dk+1)

corresponding to the feasible solution of the latter subsection,
ũ, denoted as the feasible cost,

J̃N (Dk+1) = JN (Dk+1, SD; ũ)

=

N−1∑

j=1

α distSD (D0
k+j|k) + β‖∆V 0

k+j|k‖

+ α distSD (D0
k+N |k) + β‖∆̃V ‖+ γ distSD (D̃). (30)

The difference between J̃N (Dk+1) and J0
N (Dk) is then

given by

J̃N (Dk+1) = J0
N (Dk)− α distSD (D0

k|k)

− β‖∆V 0
k|k‖ − γ distSD (D0

k+N |k)

+ β‖∆̃V ‖+ α distSD (D0
k+N |k) + γ distSD (D̃), (31)

where D̃ is the successor state of D0
k+N |k, when ∆̃V is

applied to the system (recall that D̃ = Φk+ND
0
k+N |k +

Bk+N ∆̃V ). From Property 1, in the Appendix, the feasible
input ∆̃V of the previous section is such that γ distSD (D̃)+
(α distSD (D0

k+N |k) +β‖∆V 0
k+N |k‖) ≤ γ distSD (D0

k+N |k),
which means that

J̃N (Dk+1) ≤ J0
N (Dk)−α distSD (D0

k)−β‖∆V 0
k ‖. (32)

Now, the optimal cost at time k + 1, J0
N (Dk+1), will be

(by mere optimality) equal or smaller than any feasible cost.
Then J0

N (Dk+1) ≤ J̃N (Dk+1), and so, from (32) it follows
that

J0
N (Dk+1) ≤ J0

N (Dk)− α distSD (D0
k)− β‖∆V 0

k ‖. (33)

This means that the sequence of costs J0
N (Dk) is a

decreasing positive real sequence in k, which converges to a
positive value, for k →∞. This convergence implies that

lim
k→∞

α distSD (D0
k) + β‖∆V 0

k ‖ = 0, (34)

and so distSD (D0
k) → 0 and ∆V 0

k → 0 for k → ∞, which
means that SD is attractive for the closed loop, with a
domain of attraction given by CN (Ds).

B. ε− δ Stability of SD
To properly prove the stability in the sense of Lyapunov

(ε− δ stability), it is sufficient to find a Lyapunov function.
The main property of such a function is that it must be a
decreasing function along the state trajectories. Furthermore,
it must be bounded form above and below by K∞ functions.
The Lyapunov function candidate is (as usual in MPC) the
optimal cost J0

N (D). Equation (33) shows that J0
N (D) is

a decreasing function along the state trajectories. Then, by
making some well-known additional conditions (continuity
of the system and the cost function, compactness of the
constraint sets, and boundness for the stage cost), it is
possible to ensure that J0

N (D) is in fact a Lyapunov function
(see [28], for details).

Finally, merging the attractivity and the ε − δ stability
of SD, it follows that SD is asymptotically stable for the
aforementioned closed-loop, with a domain of attraction
given by CN (Ds).

Remark 2: The present section has established the stabil-
ity of the set SD by means of the control of the discrete-time
system (13). However, the property of the targeted set SD
ensures that the relative trajectories between control instants
remains periodic in the hovering zone once reached.

V. SIMULATION RESULTS

In order to assess the performance of the proposed
controller, four hovering scenarios extracted from [20] are
simulated. They are described by the spacecraft parameters,
the thrusters limits, the hovering zone and the initial states,
and are given in Table I. The simulations are executed using
a non-linear simulator of the Gauss equations for both space-
craft separately before the relative motion is recovered from
the inertial motions [29]. Note that non-Keplerian forces such
as the J2 effect and atmospheric drag are considered for both
target and chaser spacecraft. The computations are done in
Matlab 2015b using Yalmip’s [30] together with MOSEK
[31] solver.
The tuning parameters of the IzMPC controller are α = 1,
β = 1 and γ = 1000 (this latter value was chosen to account
for Property 1). The control horizon will be N = 3 and
N = 10, depending on the simulation. On Figure 2, the
controlled relatives trajectories are depicted, for N = 3 and
for different values of ∆ν (the constant distance between
two successive anomalies ν). Every simulations shows that
the chaser spacecraft is steered to the hovering box using
different paths. To asses the performance of each one, three
main indexes will be used:

(i) the normalized distance to SD,

η(k) =
‖Dk −D∗k‖2
‖D0 −D∗0‖2

;

(ii) the normalized value of d0,

d̂0(ν) =
d0(ν)

d0(ν0)
;

(iii) the normalized value of the cost JN ,

Ĵk =
JN (Dk)

JN (D0)
;



a = 8750 km, e=0.2, ν0=0, Saturation: ∆V =0.5 m/s
Hovering box: [x, x, y, y, z, z]=[50, 150, -25, 25, -25, 25] m

Leader mass : 462949 kg, drag surface : 1703 m2, drag coeff. : 3,
Deputy mass : 2000 kg, drag surface : 50 m2, drag coeff. : 2.274,

X01 = [400 300 − 40 0 0 0]T [m,m/s],
X02 = [−800 600 200 0 0 0]T [m,m/s],
X03 = [−1500 1300 150 0 0 0]T [m,m/s],
X04 = [5000 1300 500 0 0 0]T [m,m/s],z

TABLE I: Scenario parameters

(iv) the convergence time Tδ , defined as the time at which

η(ν) ≤ δ, ∀ν ≥ Tδ,

where δ is set to 5%
(v) the fuel consumption,

J∆V =

∫ Tsim

i=0

‖∆Vi‖δ(ν − νi)dν,

where Tsim is the simulation time, settled in 10 periods
for all simulations.

We can observe in the simulations that the higher the
frequency of the control is, the faster the chaser converge
to the hovering box. However, such a result comes at the
price of an higher consumption (see Figure 3). In addition,
the periodicity of the trajectory is ensured by controlling d0

to 0 despite the non linearities. Figure 4 shows a monotonic
decrease the cost objective over the first 3 orbital period. This
observation corroborates the attractivity of set SD proved in
section IV-A.

The scenarios have been also run for different control
horizon and different times between controls. The conver-
gence time and consumption criteria have been collected in
table Table II. The previously observed trend is confirmed as
the consumption increases with the control frequency. One
can observe, also, that for every scenario the consumption
decreases as the control horizon grows.

[20] proposes several hybrid controllers that stabilize a
given relative orbit (selected for satisfying the the hovering
box limits). By comparison with the results from [20], the
convergence is faster and consume less fuel in most of case
(especially for ∆ν = 120◦). These facts are expected since
the controller developed in this paper is optimization-based
contrary to the hybrid controllers from [20].
Compared to MPC approach from [19], the proposed ap-
proach allows faster convergence but at the price of the in-
crease of the consumption in most of cases. This observation
may be explained by the fact that the proposed approach
combines the decreasing of the magnitude of d0 with the
convergence to SD while in [19], the goal d0 = 0 is first
achieved before converging to SD.

VI. CONCLUSION

The main idea of this paper was to work with an appropri-
ated LTV model and exploit its characteristics to formulate
a controller that exhibits several benefits in terms of the
applicability and the performance. The so-called Deaconu
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parametrization of the relative motion allows to character-
ize the periodic orbits as the set of equilibrium points.
In such context, the predictive controller is shown to be
able to steer the system closer and closer to the target
set by means of a single feasible control action. The main
controller characteristics such as the recursive feasibility and
the stability are then deduced from this fact. Furthermore, the
controller has a significantly enlarged domain of attraction
(given by CN (Ds), instead of CN (SD), which is the usual
case) without using artificial variables (as it is done in the
so called MPC for tracking [32]). Simulation results show
that the proposed controller exhibits good performances by
comparison to other MPC and Hybrid control strategies.
Future works include a further study and characterization of
the domain of attraction but also robust analysis with respect
to control mis-execution errors.
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∆ν 30◦ 60◦ 120◦

X01

N = 3
t5% [orbit] 0.30 0.41 0.50
cons. [m/s] 1.58 0.94 0.67

N = 10
t5% [orbit] 0.40 0.46 0.50
cons. [m/s] 1.54 0.86 0.66

X02

N = 3
t5% [orbit] 0.40 0.44 0.63
cons. [m/s] 4.26 2.48 1.36

N = 10
t5% [orbit] 0.41 0.49 0.66
cons. [m/s] 3.22 2.10 1.29

X03

N = 3
t5% [orbit] 0.48 0.66 1.38
cons. [m/s] 6.22 3.97 2.69

N = 10
t5% [orbit] 0.49 1.13 2.91
cons. [m/s] 4.7 2.69 2.46

X04

N = 3
t5% [orbit] 0.73 0.97 1.38
cons. [m/s] 8.74 7.25 6.35

N = 10
t5% [orbit] 0.74 2.10 3.40
cons. [m/s] 10.64 7.32 4.55

TABLE II: Convergence time and consumption over 10
periods

APPENDIX

Next a property of the rendezvous hovering problem
described using the Deaconu parametrization. This property
is useful for the closed-loop stability proof is presented. It
basically states that a state in Ds can be steered in one step to
another state in Ds such that the distance to SD is reduced.

Property 1: Let consider fixed scalars α ≥ 0 and β ≥ 0,
and a compact and convex set SD, with a sufficiently smooth
boundary ∂SD. For each Dk ∈ Ds, there exists a feasible
∆̃V (i.e., ‖∆̃V ‖∞ ≤ ∆V ) and a (large enough) scalar γ ≥ 0
such that:

(i) Dk+1 ∈ Ds and
(ii) γ distSD (Dk+1) + (α distSD (Dk) + β‖∆Vk‖) ≤

γ distSD (Dk), where Dk+1 = ΦkDk +Bk∆̃V .
where Dk+1 = ΦkDk +Bk∆̃V .

Only a sketch of the proof will be given, for the sake of
brevity.

Sketch of the Proof 1: For a given state Dk ∈ Ds, and an
input ∆̂V , the free response of the system, after the jump

(discontinuity) produced by the input ∆̂V is given by

Dk+1 = Φk

D+
k︷ ︸︸ ︷[

Dk +BD(νk)∆̂V
]
,

which represents the free response of the system, after the
jump (discontinuity) produced by the input ∆̂V . If only
the first row of the later matrix equation is considered, the
evolution of state d0 is given by:

d+
0 (νk) = d0(νk) +Bd0(νk)∆̂V ,

where Bd0(νk)
∆
= 1

k2(e2−1) [1+e cos νk 0 −e sin νk]. Given
that Dk ∈ Ds, (i.e. d0(νk) = 0), the condition D+

k ∈ Ds and
consequently Dk+1 ∈ Ds (i.e. d0(νk+1) = 0) is obtained if
and only if the ∆̂V is chosen such that

1

k2(e2 − 1)
[1 + e cos νk 0 − e sin νk]∆̂V = 0. (35)

The latter condition is satisfied with the control input defined
by ∆̂V = λB⊥d0(νk), where λ is a scalar to be determined
and B⊥d0(νk) ∈ R3 is a basis of the kernel space of Bd0(νk),

B⊥d0(νk) = [e sin(νk) 0 1 + e cos(νk)]T .

This way, the proposed input ∆̂V keeps d0(νk+1) = 0, but
also provides the necessary degrees of freedom (given by λ)
to both, be feasible (‖∆̂V ‖∞ ≤ ∆V ) and steer the whole
state D(νk+1) closer to SD.

From a geometrical point of view, given that SD is
convex and its boundary sufficiently smooth, there exists
an open cone at Dk, given by the orthogonal direction to
(Dk −D∗), where D∗ is the closest state to Dk inside SD,
containing all the directions such that (it is possible to get)
distSD (Dk+1) < distSD (Dk) (see Figure 6). Given that λ
can be either positive or negative, the only possible situation
in which Dk+1 = Dk +BD(νk)B⊥d0(νk)λ cannot be placed
in the cone is when the difference vector (Dk+1 − Dk) is
orthogonal to (Dk −D∗).

In such a case, it is possible to select the feasible in-
put ∆̂V = 0, which trivially leads to distSD (Dk+1) =
distSD (Dk). Then, in the next step, and given that

Fig. 6: Schematic plot of the cone of directions minimizing
the distance to SD.



BD(·)B⊥d0(·) is a periodic function, BD(νk+1)B⊥d0(νk+1)
will be necessarily different from BD(νk)B⊥d0(νk), thus giv-
ing a different direction to the difference vector (Dk+1−Dk).
In such a case, it always exists a scalar λ, small enough, to
get distSD (Dk+1) < distSD (Dk). This means that - even
when the first step does not (strictly) reduce the distance to
D∗ - it will take at most two steps to do that, which does
not affect the convergence result.

This way, in general, it is ‖Dk+1−D∗‖ < ‖Dk−D∗‖ for a
state D∗ ∈ SD or, what is the same, ‖Dk+1−D∗‖ < ‖Dk−
D∗‖. Finally, given that ∆̂V is bounded by ∆V , it there
exists a scalar γ, large enough, such that: γ(distSD (Dk+1)−
distSD (Dk)) ≤ −(α distSD (Dk) + β‖∆̂Vk‖).
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[18] P. R. Arantes Gilz, M. Joldeş, C. Louembet, and F. Camps. Model
predictive control for rendezvous hovering phases based on a novel
description of constrained trajectories. In IFAC World Congress, pages
pp. 7490–7495, Toulouse, France, July 2017.

[19] Paulo Ricardo Arantes Gilz, Mioara Maria Joldes, Christophe Louem-
bet, and Frédéric Camps. Stable Model Predictive Strategy for Ren-
dezvous Hovering Phases Allowing for Control Saturation. submitted
to AIAA Journal of Guidance, Control, and Dynamics, 2018.

[20] M. Brentari, S. Urbina, D. Arzelier, C. Louembet, and L. Zaccarian. A
hybrid control framework for impulsive control of satellite rendezvous.
IEEE Transactions on Control Systems Technology, (99):1–15, 2018.

[21] Wigbert Fehse. Automated rendezvous and docking of spacecraft,
volume 16. Cambridge university press, 2003.

[22] J. Tschauner. Elliptic orbit rendezvous. AIAA Journal, 5(6):1110–
1113, 1967.

[23] K. Yamanaka and F. Ankersen. New state transition matrix for relative
motion on an arbitrary elliptical orbit. Journal of guidance, control,
and dynamics, 25(1):60–66, 2002.

[24] G. Gaias and S. D’Amico. Impulsive maneuvers for formation
reconfiguration using relative orbital elements. Journal of Guidance,
Control, and Dynamics, 38(6):1036–1049, jun 2015.

[25] D. J. Irvin, R. G Cobb, and T. A. Lovell. An investigation of teardrop
relative orbits for circular and elliptical chief satellites. Advances in
the Astronautical Sciences, 134:121–140, 2009.

[26] Pini Gurfil. Relative motion between elliptic orbits: generalized
boundedness conditions and optimal formationkeeping. Journal of
Guidance, Control, and Dynamics, 28(4):761–767, 2005.

[27] Y. Nesterov. Squared functional systems and optimization problems.
In J.B.G. Frenk et al., editor, High performance optimization. Kluwer
Academic Publishers, 2000.

[28] J. B. Rawlings, D. Q. Mayne, and M. Diehl. Model Predictive Control:
Theory, Computation, and Design. Nob Hill Publishing, 2017.

[29] P. R. Arantes Gilz. A MatlabÂ R©/SimulinkÂ R© non-linear simulator
for orbital spacecraft rendezvous applications., December 2016.

[30] Johan Löfberg. Yalmip: A toolbox for modeling and optimization in
matlab. In Proceedings of the CACSD Conference, volume 3. Taipei,
Taiwan, 2004.

[31] Erling D Andersen and Knud D Andersen. The mosek interior
point optimizer for linear programming: an implementation of the
homogeneous algorithm. In High performance optimization, pages
197–232. Springer, 2000.

[32] D. Limon, I. Alvarado, T. Alamo, and E. F. Camacho. MPC
for tracking of piece-wise constant references for constrained linear
systems. Automatica, 44(9):2382–2387, 2008.


