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LMI-based design of dynamic event-triggering mechanism for linear systems

Sophie Tarbouriech and Antoine Girard

Abstract— This paper deals with the design of an event-
triggering mechanism using local information for a linear
system controlled by an observer-based feedback controller.
The event-triggered control strategy is based on a new dynamic
triggering mechanism, which is introduced through an internal
dynamic variable. Sufficient conditions based on linear matrix
inequalities are proposed to ensure the asymptotic stability of
the closed loop together with the avoidance of Zeno behavior.
A convex optimization problem leans on these conditions to
determine the parameters of the event-trigger rule aiming at
reducing the number of control updates. Discussion with respect
to the simpler state feedback case is drawn.

I. INTRODUCTION

The event-triggered control consists in devising event-
triggering mechanisms leading only seldom control updates.
In the context of event-triggered control, two objectives
can be pursued: (1) Emulation: the controller is a priori
predesigned and only the event-triggered rules have to be
designed (see, for example, [11], [20], [14], [2], [8] and
the references therein), or (2) Co-design: the joint design
of the control law and the event-triggering conditions has
to be performed (see, for example, (see [4], [15], [1], [10]
[3], and the references therein). The current paper comes
within the scope of the first case, that is, of the emulation
context. Indeed, it is important to have in mind that control
systems are connected to generic digital communication net-
works for implementation, transmission, coding or decoding.
Then, event-triggered control strategies have been developed
mainly to cope with communication, energy consumption
and computation constraints (see, for example, [13], [11],
[16], [4] and the references therein).

Note that the most of the papers above cited consider static
event-triggered rules, differently from the dynamical case as
addressed, for example, in [9], [7], [12], [6] and recently
extended to the multi-agent systems case in [21]. In these
papers, the idea consists in introducing an additional variable,
which is indeed an internal dynamic variable allowing to
augment the event-triggered rule with dynamics.

In the current paper, inspired by the approach proposed in
[9], a new kind of event-triggering mechanism is developed
in an emulation context, which can be seen as complemen-
tary to the approach developed in [5]. The originality of the
approach relies on: 1) The class of dynamics considered
for the internal variable, which extends that one proposed
in [9]; 2) The event-triggering mechanism uses only local
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information available for the control purpose; and 3) The
resulting event-triggered law is free from Zeno behavior
thanks to the use of an explicit tuning parameter, which
plays the role of a minimal dwell time. This is also an
alternative route to [6], in which a hybrid dynamical system
framework is used. Furthermore, one can highlight that the
event-triggered rules of [9] in the dynamic case, or in [19]
in the static case, can be embedded in that one studied in
this paper.

The paper is organized as follows. Section II describes
first the system under consideration. Next the new dynamic
triggering mechanism is presented in order to enrich the
event generator algorithm managing the controller to decide
when the control input has to be updated. Then, the control
problem we intend to solve is formally stated. In Section III,
the first result (Theorem 1) constitutes the backbone of the
paper allowing to prove that the asymptotic stability of the
closed-loop system with the proposed triggering mechanism
is guaranteed. From this generic result, conditions based on
linear matrix inequalities (LMIs) are proposed (Theorem 2).
One of the salient facts relies on the dwell time explicitly ap-
pearing as a tuning parameter. Associated to these conditions,
a simple optimization criterion is proposed to deal with the
implicit objective of reducing the number of control updates
by orienting the choice of the event-triggering mechanism
parameters. In Section IV, two examples adapted from the
literature illustrate the efficiency of the proposed approach.
Finally, some concluding remarks and directions for potential
future works are presented in Section V.

Notation. N, R”, R"*™ denote respectively the sets
of nonnegative integers, n-dimensional vectors and n X m
matrices. For any matrix A, AT denotes its transpose and
He{A} = A+ AT. For any square matrix A, trace(A)
denotes its trace. diag(A; A2) is a diagonal matrix with
block diagonal matrices A; and A,. For two symmetric
matrices of the same dimensions, A and B, A > B means
that A — B is symmetric positive definite. / and 0 stand
respectively for the identity and the null matrix of appropriate
dimensions. For a partitioned matrix, the symbol % stands for
symmetric blocks. || . || stands for the Euclidean norm. |[.|
stands for the absolute value.

II. PROBLEM STATEMENT

A. System description

Consider the following continuous-time linear plant
{ ip(t) = Apap(t) + Byu(l),
Yp(t) =

1
prp(t)v ( )



where x,(t) € R™, u(t) € R™, y,(t) € RP are the state, the
input and the output of the plant, respectively. Matrices A,
By, C, are constant and of appropriate dimensions. Pairs
(Ap, Bp) and (Cp, Ap) are supposed to be controllable and
observable, respectively.

We consider an observer-based feedback controller to
stabilize the plant (1) and therefore to drive the output to
zero. This controller is defined by:

B(t) = Apd(t) + Byu(t) — Ly (t) — (1)),
i) = Cpi(t), )
ult) = Ki(t),

where #(t) € R™ and (t) € RP are the state and the output
of the observer. Furthermore, L € R"*? and K € R™*" are
the observer and controller gains, respectively.

By considering the continuous-time system described by
(2), the control design is carried out according to the sep-
aration principle. In other words, the observer gain L is
designed to make A, + LC}, Hurwitz, which leads to the
state estimation error dynamics given by

e(t) = (Ap + LCy)e(t), 3)

where e(t) = z,(t) — &(t) € R", is globally asymptotically
stable, i.e. lim;_, o e(t) = 0. Consequently, the estimation
output error e, (t) = Cpe(t) also asymptotically converges
to zero, i.e. lim; o ey(t) = 0. Furthermore, the dynamics
of the observer is given by:

2(t) = (Ap + By K)a(t) — Ley (t). @)
B. Control implementation

In this note the objective relies on the way to implement
the control input u, taking into account that « is implemented
through a sample-and-hold mechanism. It is not continuously
updated or transmitted to the actuators. Indeed, it is updated
at certain instants {{j, }ren, which form a sequence of strictly
increasing positive scalars. Control action is held constant
between two successive sampling instants (¢, and tp41)
through a zero order holder. Differently from classical digital
control approaches, the sampling interval ¢;41 — t; iS not
assumed to be constant but can be seen as an additional
control action.

Thus, the closed-loop system can be represented by

azp(t) = Apx,(t) + Bpu(ts),
z(t) = Apz(t) + Bpu(ty) — Ley(t), %)
u(tk) = K,@(tk), Vt € [tk , tk+1>.
By using the same formulation as in [16] to define J(¢t):
6(t) = 2(tx) — 2(¢), (6)

the closed loop can be expressed in terms of & and e, as

follows:
t
), YVt E [tk trgr).

CONE
é(t) =
(7N
Remark 1: It is important to note that § depends only
on the observer variables and is therefore available at the

(Ap + BPK)QA?( )+ BpK5(t) - Ley(t);
t

(Ap + LGy )e(

controller node. The function § corresponds to a measure
of the difference between the continuous-time state observer
value and its sampled and held version, which is currently
used to implement the control. o

To simplify the notation, consider the augmented state

[T er ]

r = € R?" and the available signals
y = [&7 ¢ }T € R™*P. Thus the closed loop under
consideration reads:

Bt) = Ae)+BO®), Ve [ tn) g

y(t) = Ca(t)
with

[ M+BE  -1C, ], [ B

0 A+ IC, | 0
[I 0 ] ©
C =
0 C,

C. Problem formulation

In order to focus on the event-triggered implementation
of the controller (2), we want to propose a new dynamic
triggering mechanism to enrich the event generator algorithm
managing the controller to decide when the control input has
to be updated, based on the available information.

Hence, we want to adapt the event-triggered control strat-
egy proposed in [19] and [9]. By considering that a dynamic
event-triggering mechanism is introduced through an internal
dynamic variable denoted n € R, the sampling instants are
determined from the following logic:

tp+1 = min{t >ty + T, s.t. g(y(t),d(t),n(t)) <0}, (10)

where the function g : R2?"*P+l 5 R uses the vector of
available information to the controller and 7" is a positive
scalar. By definition (10) guarantees that the next sampling
time will occur at least 7" time units ahead the last one. 7" can
be then seen as a minimal dwell time. That allows to prevent
Zeno solutions. Furthermore, for ¢ > ¢, + T the control is
not updated before g(y(t),d(t),n(t)) <O0.

In the paper, we consider an impulsive dynamic of 7 of
the following form:

(t) = fy(2),8(t),n(t)),
Vie[ty, e +T)U (s +T , trs1),
Nty +T) = max(0,7(tx +T7)),

1D

for all k € N, where f : R?*"™P+1 — R and n(ty +T7)
denotes the limit of 7(¢) when ¢ approaches t;, + 7' from
below. It is further assumed that the dynamic variable 7 is
initialized to a value 7(tg) > 0.

The problem we intend to solve in this note can be
summarized as follows:

Problem 1: Given a positive scalar T, devise functions f,
g such that the event-triggering mechanism defined as in (10)
and (11), ensures the asymptotic stability of the closed-loop
system (8), while reducing the number of events generated.



III. EVENT-TRIGGERING MECHANISM
A. Theoretical conditions

To solve Problem 1, we need to design 7, f and g in order
to ensure the asymptotic stability of the sampled-data system
(5). Let us first propose a general formulation, inspired from
[17], [18], which corresponds to extend Theorem 1 of [19]
by taking into account the dynamic part of n in the same
vein as in [9].

Theorem 1: Given a positive scalar T, if there exist a
function V R2™ — R, scalars €; > 0, €3 > 0, €5 > 0 and
1> €4 > 0 such that:

D ellz]]* < V(2) < el

2) n(ty) >0 and n(t) > 0,

Vtelty+T, th1),Vk €N
3) V(x(t) +n(t) < —es(V(x(t)) +n(t)),
Vie [ty , ts + T)U(tr+T , tgy1),Vk €N

4) V(e +T)) —V(e(ty)) < —e4V(x(ty)), VkeN
then, the closed-loop system (8) with the triggering mech-
anism (10) and (11) is asymptotically stable and the inter-
event intervals are lower bounded by T.

Proof: Let us define the function W(z,n) = V() +n
and let k¥ € N. The stability analysis is carried out consider-
ing the time intervals [ty , tx +T) and [ty + T, tgy1).

If n(ty +7) <0, then by (11) we have n(tx, +T) = 0.
Therefore we have

Vz € R?"

W(z(ty +T),n(te +T)) = V(x(ty +T))

(1 —e))V(x(tr))

(1 — ea)W(x(tr), n(tk))
(12)

where the first and second inequalities come from items 4)

and 2), respectively. If n(ty, +7~) > 0, then by (11) we
have 7(ty + 1) = n(tx + T~ ). Therefore, we have

Wty +T),n(tk +T)) = W(a(te +T),n(tx +T7))

e~ TW(x(tr), n(tr)) (13)

IA

where the inequality comes from item 3).
Item 3) also implies that

W(@(tit1),ntes1)) < Wt +T),n(tk + 1)),
which together with (12), (13) gives for all £ € N,

W (tr1) nterr)) < pW((tr), n(tr))

63T)

(14)

where p = max(1 — eq,e” < 1. Moreover, from items
1) and 2), we have for all £ € N,

el (t)l” + [n(te)] < Wi (te), n(te))

(15)
< exllx(te)lI” + In(ts)]-

From (6) and (8), one can easily show that there exists
« > 1 such that

|z(t)]|? < allz(ty)|?, Vt € [ty tx +T), Vk € N.

Then, for all k € N and for all ¢ € [ty + T, tg+1)
erllz(@®))* < V(a(t)) <W (a(t),n(t))
<W(a(tr +T),n(tx +T))
<W(z(te), n(tx))
<ellz(tr)l* + In(te)|

where inequalities come from items 1), 2) and 3), (12) and
(13) and finally (15). Hence, letting 3 = max(c, Z—?) we get

(16)

lz(@)I* < Blla(t)® + ;In(tk)L Vt € [th,trt1), VE €N
1 (17)

Then, asymptotic stability follows from (14), (15) and (17).
The lower bound on the inter-event time, as 41 —tx > 7T,
is guaranteed by the triggering rule (10). [ ]
Remark 2: Theorem 1 generalizes to the dynamic event-
triggering laws Theorem 1 provided in [19], which is dedi-
cated to the case of static event-triggering mechanisms. o

B. Numerical design of event-triggering mechanism

In this section, we present numerical techniques to design
functions f, g such that the assumptions of Theorem 1 hold.
We focus on functions f and g of the following form:

T
) Y

flyom) =] 29 QI o

Vil Vil

where Q € RGnHp+D)x(2n4p+1) s 3 symmetric matrix, and

19)

(18)

g(y,9,m) = .

In order to address Problem 1, we need to design (), and
the function V' complying with the items of Theorem 1. The
following result states matrix inequality conditions in this
direction.

Theorem 2: Given the controller and observer gains K
and L and a positive scalar T, if there exist symmetric
positive definite matrix P € R?"*2" g symmetric matrix
Q € R@ntp+)x@ntptl) 0 5 (0 1> ¢4 > 0 such that

He{PA}+CTQ:iC+eP PB+CTQ: CTQ:
* Q4 Qs <0
* * Qe + €3
-P M(T)'P
[* uwp}ﬁo @
with
Q1 Q2 Qs
Q=] ~ Q4 Qs
* * Qs
M(T) = exp(AT) + [, exp(Acs)dsB [ I, 0 ]
A. = [ Ap _LCP ]
¢ 0 A, +LC, |’
(22)

then assumptions of Theorem 1 hold with V(z) = z' Px
and the asymptotic stability of the closed-loop system (8) is
guaranteed. Furthermore, the inter-sampling times are lower
bounded by T.



Proof: Consider the function V(z) = ' Pz, with
P = P" > 0. Item 1) of Theorem 1 is satisfied with
€1 = >\'rnin(P) and ez = /\max(P)-

By (11), we have n(ty + T) > 0. From continuity of 7
on [ty + T,tr11], (10) and (19) give that n(t) > 0 for all
t € [ty + T,tg+1]. Together with n(ty) > 0, this guarantees
the satisfaction of item 2) of Theorem 1.

By computing the time-derivative of W(z,n) = V(x)+n,
for any ¢ € [tg,ty +T) U (t + T, tgy1), along the closed-
loop system (8) with the dynamics of 7 defined by (11) one
gets:

W(z,n) = V(r)+n
" (ATP + PA)x + 22" PBS + f(y,0,n)

Using the form of f given by (18) and the partition of matrix
@ as defined in (22), one can write VYV in a more compact
form as follows:

T
T T

W=| ¢ | | o

VIl Vil

where @ corresponds to the matrix in the left-hand side of
inequality (20). Thus, the satisfaction of relation (20) ensures
that

— 32T Px — e3)n)]

T
T €T

0 o 0

Vil 1 Ll

<0

That means that
W —esx? Px — e3|n|

<
S —63(.’ETP(E +77)

and therefore item 3) in Theorem 1 is satisfied.
In order to prove that item 4) of Theorem 1 holds, one
solves (8) over the interval [ty,t; + T and it follows:

x(ty +T) = M(T)x(ty)
with M (T) defined in (22). Hence, one gets

V(z(ty +T)) — V(x(ty))
=a(ty) (M(T)"PM(T) — P)z(ty),

If relation (21) holds, then V(z(tx, + T)) — V(z(tr)) =
2(ty) (M(T)"PM(T) — P)x(ty) < —eqz(ty) " Px(ty).
That means that item 4) of Theorem 1 holds.

Hence, Theorem 1 applies and the rest of the result
follows. [ ]

Remark 3: The case of static event-triggering mecha-
nisms similarly to that one studied in [19] corresponds to
remove 77 and consider the event-triggering rule (10) with

smiw-sea-[3] ]

with

-1
R | R 0

N CKTRK ] c R(2n+p)x(2n+p) (23)

[¢]

Remark 4: The main differences between our Theorems
1 and 2 and Theorem 1 in [6] are: 1) The parameter T’
directly appears from the sampled system on the interval
[tk,tx+T] and is involved in the decreasing of the Lyapunov
function on the interval [¢g, tx 4+ T'] without other parameters
to fix; 2) In the dynamic of 7 there is a quadratic term in /7
and matrix @ is only symmetric; 3) The considered Lyapunov
function is different. o

C. Farticular case: state feedback case

Let us consider the particular case where the state x,, is
available and therefore no observer is needed. Consider the
closed-loop system:

{i'p(t) = (Ap+BpK)$p(t)+BpK5(t),Vt S [tk, tk+1) 24)

with 6(t) = xp(tx) —p(t), and the dynamics of 7 is defined
by
-
Tp Tp
f@p,om)=| 0 Q| 9

VIl Vil

where Q € R+1)x(27+1) j5 3 symmetric matrix. One can
handle this case with the framework of Theorem 2 as follows.
Corollary 1: Given the controller gain K and a positive
scalar T, if there exist symmetric positive definite matrix P €
R™*"™ a symmetric matrix Q € RZHDXCn+0) hartitioned
adequately as in (22)), e3 > 0, 1 > €4 > 0 such that

(25)

He{PAK}+Q1+€3P PBPK+Q2 Qg
* Q4 Qs <0
* * Qo + €3
(26)
-P MK(T)TP
{ « —(1—e)P <0 27
with Ax = A, + BpK and
T
Mg (T) = exp(A,T) + / exp(A,s)dsB,K (28)
0

then assumptions of Theorem 1 hold with V (x,) = m; Pz,
and the asymptotic stability of the closed-loop system (24) is
guaranteed. Furthermore, the inter-sampling times are lower
bounded by T.

It is interesting to have a quick focus on the case of state
feedback case as studied in [9]. Indeed, the dynamics of 7,
used in [9] can be recovered from (25) by considering the
following matrix

0Qo —PB,K 0
Q _ « 0 0 e IR(QTL-‘,—l)X(Qn-i—l)7 (29)
* * —A

where Qg € R™*" is an arbitrary symmetric positive definite
matrix such that (A, +B,K)" Py+ Py (A4, + B,K) = —Qo,
with Py = PO—r > 0 (see relations (15) and (20) in [9]). For
this case relation (26) of Corollary 1 simply reads:

He{PAk}+0Qo + e3P 0

* —)\+63 <0

(30)



The interest of the slightly modified version of Corollary
1 (that is replacing (26) by (30)) with respect to results in
Section IIT in [9] resides in the following facts.

o The condition (27) provides a direct way to prevent
Zeno solutions thanks to the use of the tunable param-
eter T, avoiding the calculations of Proposition 3.2 in
[9];

o We can compute at the same time the adequate param-
eters P, A and o (Qy being given as in [9]);

« We can drop the condition (4, + B,K)" Py+ Po(A,+
B,K) = —Q since we can replace 0Qo by @1 in (30)
and therefore search at the same time for P, Q1 and \.

D. Optimization issues

It is interesting to note that the conditions of Theorem 2
are linear matrix inequalities (LMIs) as long as K, L and T,
€3, €4 are fixed. Hence, by considering that the gains K and
L have been obtained from classical design techniques, and
that T, €3, €4 are a priori fixed to ensure a desired minimal
dwell time and convergence rate, conditions (20) and (21)
are linear in the decision variables P and Q;, i = 1,...,6.
Let us emphasize that due to the fact that A, + B,K and
A, + LC), are Hurwitz matrices, there always exist positive
scalars 7', €3, €4, small enough, such that conditions (20)
and (21) are feasible. The objective behind the design of the
decision variables is to reduce the amount of control updates.
Note that 7" is a tuning parameter.

Intuitively, a way to reduce the number of control updates
is to minimize the conservatism on the estimate of the decay
rate given by condition 3) in Theorem 1, or equivalently to
maximize the derivative of 7. Numerically, this means that
we want the matrix ¢ in the left-hand side of inequality
(20) to be as close as possible to zero. The following LMI
optimization scheme can then be considered:

min 0
subject to (20), (21),® > —013,41
and Q1 > 0, P > Iy, trace(@Q1) <1

€2y

The constraints P > I, and ¢race(Q1) < 1 are added for
well conditioning purposes. The addition of the constraint
of positive definiteness of (7 allows to enforce the negative
definiteness of He{P A}, preventing exponentially unstable
continuous dynamics and therefore leading to more elegant
inter-sample transients.

Moreover, by definition of the event-triggering mech-
anism, Zeno behavior is avoided because 7' imposes an
explicit minimum inter-event time. The role of T relies on
the expected average sampling rate of the event-triggered
implementation. An interesting way consists of obtaining the
maximal admissible value of T by iteratively increasing T’
and solving problem (31).

Note that in the case when the used observer is fast, it may
be preferable to minimize the conservatism of condition 3)
after the observer has converged. In that case, the following

LMI optimization scheme can be considered:
min 6
subject to (20),(21),DT®D > —01I3,,1
and Q1 > 0, P > Iy, trace(@Qq) <1

(32)

where

. I, 0

D = diag( [ 0 0

Remark 5: By considering the state feedback case, and

more especially the case treated in [9] and commented in the

previous Section III-C, the problem of optimization (31) can
be written as follows:

} :1,;0) € R3T!

min 6
subject to (26),(27), ¥ > —015,11
and Q1 > 0,P > I, trace(Q1) <1

where W is the matrix of the left-hand side of inequality (26).
In this case one can also obtain the maximal admissible value
of T by iteratively increasing 7" and solving problem (33).

(]

(33)

IV. ILLUSTRATIVE EXAMPLES

In this section, we illustrate the proposed approach through
two examples borrowed from [19] and from [9], respectively.

Example 1: By considering the example studied in [19]
in which we forget the tracking problem, the system data is
defined by:

0 1 0
Ap:h ! ,B,,:{l},ozm 0],

49 (34)
L= [ g | K =[-114222 69135 |.

Since the observer time scale is an order of magnitude
faster than the controller time scale, we synthesize a dynamic
event-triggering mechanism by solving problem (32) with
T =0.05 e =01, e, =1—e T, The corresponding
closed-loop behavior of the system is shown on Figure 1.
One can see that the rate of control updates is high at the
beginning of the execution, and tends to decrease after the
observer has converged. This is the expected behavior when
solving problem (32). If we had solved (31) instead, the
contrary behavior would have been observed: large inter-
sampling times at the beginning, which tend to destabilize
the system and smaller inter-sampling time after the observer
has converged. Of course, such a behavior is not desirable.

Example 2: Consider the example studied in [9] for
which we address the state feedback case. The system data
is given by:

A,,:{_O2 ;’],Bp:[(l)],l(:[l -4 1. (35)

We synthesize a dynamic event-triggering mechanism by
solving problem (33) with 7" = 0.05, €3 = 0.99, ¢4 = 1 —
e~ The corresponding closed-loop behavior of the system
is shown on Figure 2. Interestingly, the synthesized matrix @
has the particular structure shown in (29). It is also noticeable
that the average inter-sampling time is similar to the maximal
average inter-sampling time reported in [9].



state x(t)
40 T T T T T

T T T T
i f\ |
0
|V ! ! ! A L ! L !
0 1 2 3 4 5 6 7 8 9 10
estimation error e(t)
40 T T T T T T T T T
20 -
0
L L L L L L L L L
0 1 2 3 4 5 6 7 8 9 10
time elapse =t
1.5 T T T T T T T T T
1k -
0.5 4
0 1 1 1
0 1 2 3 4 5 6 7 8 9 10
input u(t)
400 T T T T T T T
200 -
0
200 1 1 1 1 1 1 1 1 1
0 1 2 3 4 5 6 7 8 9 10

Fig. 1: Closed-loop behavior for system (34), with dynamic
event-triggering mechanism synthesized using (32).

state x(t)
10 T T T T T T T T T
51 x| 4
><2
0
5 \_/\/\j\]v _
_10 1 1 1 1 1 1 1 1 1
0 1 2 3 4 5 6 7 8 9 10

time elapse -t

1 T T T T T T T T T

40 T T T T T T T T
? J [ ] |

-20 1 1 1 1 1 1 1 1 1

Fig. 2: Closed-loop behavior for system (35), with dynamic
event-triggering mechanism synthesized using (33).

V. CONCLUSION

This paper tackled to devise a new dynamic triggering
mechanism based on the available information issued from
the plant and the observer-based controller. The proposed
strategy ensures that Zeno effect is avoided if the sufficient
LMI conditions are attended with a tuning positive parameter
T. Furthermore, a simple optimization criterion allows to
design the parameters of the event-triggered law with the
implicit objective of reducing the number of control updates.

These results open the door for future research directions.
In particular, the co-design problem, that is the design of
both the controller and observer gains together with the pa-
rameters of the event-triggering mechanism should be carried
out. Furthermore, we envision to study what happens with
the dynamic event-triggering mechanism when the control

system is affected by uncertainty.
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