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#### Abstract

Finding transition states and diffusion pathways is essential to understand the evo－ lution of materials and chemical reactions．Such characterization is hampered by the heavy computation costs associated with exploring energy landscapes at ab－initio ac－ curacy．Here，we revisit the activation－relaxation technique（ARTn）to considerably


reduce its costs when used with density functional theory (DFT) and propose three adapted versions of the algorithm to efficiently (i) explore the energy landscape of complex materials with the knowledge of a single minimum (ARTn); (ii) identify a transition state when two minima or a guess transition state are given (refining ART or r-ART) and (iii) reconstruct complex pathways between two given states (directed ART or d-ART). We show the application of these three variants on benchmark examples and on various complex defects in silicon. For the later, the presented improvements to ART leads to much more precise transition states while being two to six times faster than the commonly used string methods such as the Climbing Image Nudged Elastic Band method (CI-NEB).

## Introduction

In the non-diffusive limit, the thermodynamical and dynamical properties of systems are determined by a discrete set of local minima and connected transition states ${ }^{1}$ in the configurational space. Such set defines the Potential Energy Surface (PES) of the system.

Because of the evanescent nature of transition states and the presence of complex reaction mechanisms underlying the transitions, the exploration of the potential energy surfaces of molecules and materials remains a major challenge for modern computational chemistry and solid state physics. Several approaches addressing this question have been proposed and improved. These range from the earlier constrained-relaxation perpendicular to a guessed jump direction, ${ }^{2}$ to the more sophisticated transition path sampling ${ }^{3}$ that might provide free energy pathways connecting nearby known states.

Among all these methods, the Activation Relaxation Technique (ARTn), ${ }^{4,5}$ which is the focus of the present work, was originally designed to solve the challenging problem of exploring PESs around initial ground states by means of a semi-automatic and unbiased approach. ARTn has been successfully applied on a wide range of systems such as impurities, ${ }^{6}$ molecules, ${ }^{7}$ amorphous and glassy materials, ${ }^{8-11}$ and protein aggregation and flexibility. ${ }^{12,13}$

Coupling ARTn with a topological analysis tool (NAUTY ${ }^{14}$ ), kinetic ART ( k -ART) offers the most efficient off-lattice kinetic Monte Carlo method for following the long-time kinetics of complex systems such as defects in crystal, ${ }^{15-18}$ disordered materials ${ }^{19}$ and cascades. ${ }^{20,21}$ Despite its success when coupled to force fields, its use within first-principle energy and force engines has remained marginal. ${ }^{7,22,23}$

In order to maintain a reasonable balance between human workload and computational cost, the ab initio community has mostly adopted string methods such as the Nudged Elastic Band $\left(\mathrm{NEB}^{24}\right)$. NEB method and its variants are implemented in most of the usercommunity softwares, such as Abinit, ${ }^{25}$ Quantum ESPRESSO, ${ }^{26}$ VASP ${ }^{27}$ or BigDFT. ${ }^{28}$ In spite of their popularity, string approaches present a certain number of drawbacks that significantly reduce their efficiency or even preclude their use in systems with complex PES, in particular when massive minimum-energy pathway (MEP) searches are needed.


Figure 1: ARTn workflow. The three main stages are pictured in the dark gray boxes. Stage (a): Leave the harmonic basin; stage (b): converge to the saddle point; and stage (c): reach the adjacent minima. In stage (c), each relaxation from the saddle point is optional. They enable respectively to obtain the final structure and to check that the starting configuration is directly linked to the saddle point. Average iteration numbers and number of force calls per step are also indicated.

To address these drawbacks, we have revisited the implementation of ARTn, introducing
a number of algorithmic and implementation improvements that make it more suitable for applications in the $a b$ initio context. In particular, the success rate in finding MEPs has been significantly enhanced by using mixing functions, reaching $87 \%$ for the system studied. Two variants of the ARTn algorithm are also presented: the refining ART (r-ART), that converges directly to a saddle point from a guessed configuration, and the directed ART (d-ART), that is able to automatically reconstruct a complex path connecting several minima and saddle points. Benchmarks with NEB are provided in the following sections using an improved and tight coupling with PWscf, the Density Functional Theory (DFT)-based energy and force engine of Quantum ESPRESSO v6.5. ${ }^{26}$ This coupling benefits from an improved code integration that exploits the electronic density of previous energy and force evaluations. These improvements and variants greatly enhance the applicability of ARTn for massive and intensive MEP explorations at $a b$ initio accuracy, and offer an efficient and versatile alternative to standard string approaches.

## Increasing success rate during exploration

## Previous ARTn workflow

The standard workflow of ARTn is divided into three main stages described in Figure 1:

Leave the harmonic basin The initial configuration is iteratively pushed in a random direction until being out of its harmonic basin. This deformation is generally local, centered on the atoms of interest and their nearest neighbors. The user can set these atoms and their radius around which the initial deformation is imposed. In complex materials, searches can be launched around each atom of the system without topological preferences. If constrains are not imposed, all atoms are submitted to the deformation. After each increment along this random direction, the whole system is relaxed in the hyperplane perpendicular to this pushing direction. After this relaxation, the lowest eigenvalue $\left(\lambda_{0}\right)$ of the Hessian matrix is
calculated using the Lanczos algorithm. ${ }^{29}$ The iterations continue until this lowest eigenvalue falls below a preset negative threshold, indicating that the system has left the harmonic basin and moved beyond the inflection line. Note that since the system starts from a local minimum, the first steps are inevitably still in the harmonic basin so that evaluations of $\lambda_{0}$ can start only after a few iterations, to reduce computational efforts.

Converge to the saddle point Once above the inflection line, the activation part of ARTn starts. The configuration is pushed from the inflection to the saddle point, following the direction defined by the eigenvector $\hat{e}_{0}$ corresponding to $\lambda_{0}$. The magnitude of the applied displacement is decreased as the system approaches the saddle point. ${ }^{30,31}$ Each push is followed by an atomic relaxation in the hyperplane perpendicular to the pushing direction, as in (a). These actions are performed iteratively until the total force falls below a given threshold defining the saddle point.

Reach the adjacent minima From the saddle point, the configuration is further pushed along the eigenvector both away from the initial minimum $\left(+\hat{e}_{0}\right)$ and towards it $\left(-\hat{e}_{0}\right)$. The two configurations obtained from the two pushes are then fully relaxed and compared with the initial minimum. This later step ensures that the saddle point is directly connected to the initial minimum without an intermediate minimum. The triplet of states: initial minimum - saddle point - final minimum corresponds to a fully connected event.

A video showing the exploration of a 2D PES is given as an illustration in supplementary materials.

## Mixing function

Extensive saddle point searches on ARTn's original implementation show that, for most systems, up to $75 \%$ of the trial pushes for reaching a saddle point lead to a perpendicular relaxation into the initial configuration, i.e., the system falls back into the initial harmonic basin. In many cases, this failure occurs in the first few steps after the system has crossed
the inflection line. This suggests that the transition from the last random push in stage (a) to the first push along the eigenvector in stage (b) is too sharp. A significantly higher success rate can be achieved by softening the transition between these two vectors (see Figure 2).

To do so, we added an intermediate stage between stage (a) and (b) that starts after the first occurrence of a negative eigenvalue during stage (a). The goal of this new stage is to smoothly rotate the push vector from the initial random direction $\hat{r}_{\text {rand }}$, to the one of the Hessian eigenvector $\hat{e}_{0}$ corresponding to $\lambda_{0}$, according to:

$$
\begin{equation*}
\hat{r}_{e}=(1-\eta) \hat{r}_{\text {rand }}+\eta \hat{e}_{0} \tag{1}
\end{equation*}
$$

where $\eta$ grows linearly from 0 to 1 in a given number of steps, and its slope is a user-defined parameter. In the 4I example given below, only three steps are enough to significantly increase the success rate: $\eta=i / 3$ with $i$ going from 1 to 3 .


Old method
New method

Figure 2: Leaving the harmonic basin with and without the smooth switching function. An abrupt change between pushing along the random direction and pushing along the eigenvector direction, with their respective perpendicular relaxations, might bring the algorithm back to the starting basin. A smooth switch helps to bring the system further away from the inflection line, which increases the success rate in finding basins.

Table 1: Intermediate path used by ARTn-DFT to find the saddle point from the ground state 4I-Si structure given in Figure 3 toward the metastable structure indicated by a square. $\Delta \mathrm{E}$ (resp. $\Delta \mathrm{r}$ ): difference of energy (resp. atomic positions) between obtained structure and reference structure. Relax: number of perpendicular relaxations done after each push. Forces: total sum of the forces on each atom (tot.), its components projected ( $\|$ ) and orthogonal $(\perp)$ to the pushing direction, and its total number (\#) of evaluations since the beginning of the search. $\lambda_{0}$ : lowest eigenvalue calculated by Lanczos. nc stands for not calculated.

| $\Delta \mathrm{E}$ | $\Delta \mathrm{r}$ | Relax | Forces (eV/A) |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| eV | $\AA$ | $\#$ | tot. | $\\|$ | $\perp$ | $\#$ | $\lambda_{0}$ |
| harmonic basin: | push in | random direction: $\hat{r}_{\text {rand }}$ |  |  |  |  |  |
| 2.39 | 1.46 | 6 | 5.46 | -4.90 | 2.39 | 9 | $n c$ |
| 2.67 | 1.67 | 6 | 4.93 | -4.86 | 0.83 | 18 | $n c$ |
| 3.11 | 1.86 | 6 | 5.15 | -5.09 | 0.75 | 27 | $n c$ |
| 3.59 | 2.04 | 6 | 5.37 | -5.35 | 0.48 | 68 | 0.35 |
| 4.11 | 2.21 | 6 | 5.61 | -5.61 | 0.29 | 94 | 0.29 |
| 4.66 | 2.38 | 6 | 5.85 | -5.85 | 0.26 | 118 | 0.22 |
| 5.24 | 2.55 | 6 | 6.07 | -6.06 | 0.21 | 144 | 0.12 |
| 5.85 | 2.71 | 6 | 6.32 | -6.30 | 0.52 | 169 | -0.07 |
| reorientation towards the activation direction: $\hat{r}_{e}$ |  |  |  |  |  |  |  |
| 4.39 | 2.58 | 6 | 6.27 | -3.37 | 5.29 | 194 | -1.43 |
| 2.87 | 2.43 | 6 | 3.91 | -1.18 | 3.73 | 219 | -1.63 |
| 2.14 | 2.31 | 6 | 2.54 | -0.35 | 2.52 | 244 | -1.07 |
| inflection passed: | push | along eigenvector: $\hat{e}_{0}$ |  |  |  |  |  |
| 2.14 | 2.46 | 5 | 1.84 | -0.26 | 1.82 | 266 | -0.73 |
| 2.09 | 2.58 | 10 | 0.89 | -0.14 | 0.88 | 293 | -1.11 |
| 1.98 | 2.63 | 15 | 0.63 | -0.01 | 0.63 | 325 | -1.26 |
| 1.83 | 2.63 | 20 | 0.27 | 0.00 | 0.27 | 362 | -1.15 |
| 1.79 | 2.64 | 25 | 0.04 | 0.00 | 0.04 | 404 | -0.99 |

## Quadri-interstitial

To illustrate the impact of these improvements on ARTn, a portion of the self quadriinterstitial PES in silicon is explored. This complex defect is known to possess a very stable ground state and to exhibit a large variety of metastable minima. ${ }^{32-34}$ Until now, because of its complexity, the PES had only been extensively explored with empirical force fields. ${ }^{16}$ We use a 216 silicon model and add four silicon interstitial atoms, addressed as 4I-Si. A firstprinciple ARTn PES exploration from the 4I-Si ground state is launched using five parallel searches (for a total of $5 \times 36=180$ cores) and set to stop once twenty pathways are found. The initial deformation (stage (a)) is applied on the four interstitial atoms and their first neighbors, and a $0.05 \mathrm{eV} / \AA$ threshold for the total force is used to define convergence at the saddle point.

Table 1 summarizes the evolution of the energy difference, forces and Hessian lowest eigenvalue for one typical event search (all explorations exhibit a qualitatively similar behavior). In the initial stage (harmonic basin sub-block in Table 1), the system is still in the harmonic well. By definition, the lowest eigenvalue of the Hessian matrix $\left(\lambda_{0}\right)$ is then always positive. As the system is pushed away from its local initial minimum, the energy difference ( $\Delta E$ in Table 1), the displacement measured from the minimum ( $\Delta \mathrm{r}$ in Table 1) and the total forces increase rapidly. In this stage, the main part of the forces is parallel to the pushing direction. The system is, however, still in the initial basin as these increases are distributed over many atoms. As the system reaches one of the edges of the harmonic basin (first negative Hessian eigenvalue, $\lambda_{0}$ in Table 1), the intermediate stage of the smooth switching starts and the pushing direction is slowly becoming aligned with the eigenvector direction, using the switching function described previously. Here, this reorientation is performed over three steps. After this intermediate stage, the system has left the basin and is above the inflection line. It is now pushed along $\hat{e}_{0}$ and the forces parallel to this vector decrease at each push as the system moves towards the saddle point. Because the system has to recover for the initial deformation, the main part of the forces is orthogonal to $\hat{e}_{0}$ as
the system rapidly reaches the ridge between the two minima. After five activation steps and 404 force evaluations, the total force falls below the threshold.

Table 2: Comparison of the computational costs and efficiency between the previous (Prev. ARTn) and current ARTn (New ARTn) implementations for a blind exploration of the 4I-Si PES. Both algorithms are stopped after the successful identification of 20 paths ( 20 saddle points and their respective final metastable minimum).

|  | Forces |  | Event |  |
| :--- | :---: | :---: | :---: | :---: |
| Method | Tot call | call / event | failed | success rate |
| Prev. ARTn | 17887 | 894 | 41 | $33 \%$ |
| New ARTn | 7956 | 398 | 3 | $87 \%$ |

For the full simulation, twenty-three search attempts were required to find the twenty


Figure 3: Saddle point energy and relative final energy of the metastable structures obtained from an exploration of the PES around the ground state of the 4I-Si. The 4I-Si ground state energy is taken as the reference. The ground state atomic structure is represented by silicon atoms out of their crystalline site (red balls) and their on-site neighbors (white balls).
paths, which represents a rate of $87 \%$ of success for the improved ARTn. Success rate comparisons with the previous ARTn version are provided in Table 2. Figure 3 summarizes the barrier heights and final relative energies for the twenty paths connecting the ground state configuration to twenty new excited states (metastable minima). As can be seen, ARTn with the added smooth turn reduces by more than $55 \%$ the computational costs of event searches while preserving the overall quality of exploration.

## r-ART and d-ART

ARTn standard implementation is designed to explore the energy landscape starting from a single known energy minimum (see Figures ?? and ??). However, the activation part alone, i.e. stage (b) in Figure 1, can be exploited separately to quickly converge to a saddle point starting from a guessed configuration outside the harmonic basin.

Refining ART (r-ART) implements this new feature in a revised algorithm that enables to rapidly find a saddle point from a given initial guessed value above the inflection. Only this guessed value is needed. It can be either provided directly by the user (Figure ??), or generated by r-ART as the middle configuration (or any other fraction) between two input minima (Figure ??). The initial eigendirection can also be either provided by the user, for example in highly symmetric cases, or directly calculated by r-ART using its Lanczos implementation. Next, the system follows the stage b) of the algorithm to converge to the saddle point, and stage c) to ensure the pathway connectivity.

As r-ART, directed $A R T$ (d-ART) is also built on the activation part of ARTn, but it searches for a fully connected path between a starting and arrival minima that can be separated by more than one saddle point. After finding the minima around the first saddle point (Figure ??), d-ART will compare these minima with the input ones. If at least one of the new minima is different from the starting and arrival configurations, d-ART will continue its search until a fully connected path between the starting and arrival minima is found, as
schematized in Figure ??. It enables, therefore, for an automatic search of complex pathways and saddle points, with several intermediate metastable minima and saddle points.

## Performances against string approaches

String approaches, like NEB, rely on the use of a chain of configurations, often addressed as intermediate images, that connects two minima with an equal inter images distance controlled by a spring force. Therefore, a reasonable guess for the two minima needs to be provided as pre-requirement. In addition, an initial guess for the intermediate configurations between the two minima also needs to be provided. For this guess, most of the user-community codes implement a simple linear interpolation (Figure ??). The MEP is found by minimizing the whole chain of configurations perpendicularly to the path tangent (Figure ??), i.e. the atomic positions of each of the intermediate images need to be relaxed. With such approach, the number of relaxing steps is directly related to the quality of the initial path guess, that can be optimized, for example, by using more reasonable interatomic distances than a simple interpolation, with methods such as the Image Dependent Pair Potential algorithm (IDPP ${ }^{35}$ ). However, even with optimization methods, the initial MEP guess induces a bias in the saddle point search, especially in complex energy landscapes, by sometimes missing the actual MEP of the atomic system as illustrated in Figure ??. In some cases, this problem can be addressed by the addition of an intermediate skillfully chosen image (Figure ??).

The NEB stopping condition relies on the convergence threshold of the total forces perpendicular to the chain. As such, the accuracy on the saddle point depends on the resolution of the chain tangent vector, which can only be improved by increasing the number of intermediate images to reduce the intermediate images distance. The AutoNEB ${ }^{36}$ enables to resolve the tangent more efficiently by automatically adding images only around the region of interest. Finally, only the image that converges to the saddle brings relevant information. The Climbing Image (CI-NEB ${ }^{37}$ ) enables to reduce the number of irrelevant images, by allowing the highest energy image to climb along the path without the inter images spring
force.
Despite all these improvements, string methods remain computationally heavy and lack in accuracy to converge to the saddle point. On the contrary, ARTn is faster as it does not need any images, and its convergence is improved at each step thanks to the iterative reevaluation of the eigenvector (Figures ?? and ??). In the following, the performances of r-ART and d-ART in terms of number of force calls and precision are compared with the ones of string approaches. The number of force calls and precision only depends on ART algorithm (and its variants) and not on the specific software/approach that computes the forces, i.e. the performances in terms of force calls do not depends on the underlying energy and force engine.

## r-ART applied to highly symmetric pathways: comparison with R-NEB and RMI-NEB

For simple symmetric pathways, two variations of NEB have been recently developed: ${ }^{38}$ reflective NEB (R-NEB) and reflective-middle-image NEB (RMI-NEB). To reduce the number of force calls, they exploit the mirror symmetry that might be present in highly symmetric reaction pathways. The performances of r-ART are first compared to these two NEB variations on the migration of a mono-vacancy in silicon (supercell of 63 atoms), of a monovacancy in graphene, of a Li interstitial in graphene, and of a Li vacancy in $\mathrm{Li}_{2} \mathrm{O}_{2}$ which

Table 3: Comparison of the performances or r-ART (ART) against the ones of standard CI-NEB (std: 7 images), R-NEB (ref: 4 images +3 symmetric), and RMI-NEB (one: 1 image) as provided in Table 2 of Ref. 38. Thanks to the symmetry, the tangent to the path (eigenvector) is known. The "precision" $\Delta E_{B}$ is the saddle point energy difference with respect to the one calculated with CI-NEB $\left(E_{B}^{\text {std }}\right)$.

|  | Precision (meV) |  |  |  | Force calls |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $E_{B}^{\text {std }}$ | $\Delta E_{B}^{r e f}$ | $\Delta E_{B}^{\text {one }}$ | $\Delta E_{B}^{A R T}$ | $N_{\text {force }}^{\text {std }}$ | $N_{\text {force }}^{\text {ref }}$ | $N_{\text {force }}^{\text {one }}$ | $N_{\text {force }}^{\text {ART }}$ |
| Si | 1057 | 0 | 0 | 0 | 343 | 196 | 43 | 51 |
| $\mathrm{C}_{6} / \mathrm{V}_{c}$ | 804 | 0 | 61 | 0 | 434 | 248 | 44 | 50 |
| $\mathrm{C}_{6} /$ across | 356 | 0 | 2 | 0 | 371 | 216 | 38 | 49 |
| $\mathrm{LiO}_{2}$ | 1705 | 0 | 0 | 0 | 215 | 129 | 43 | 51 |

are the benchmark examples of Ref. 38. For a relevant comparison, the same computational parameters have been used and the initial r-ART configuration is chosen as the middle point of the initial chain guess.

On these benchmark examples (see Table 3 for a summary), we find that r-ARTn is: (i) as accurate as R-NEB but at a lower computational cost, requiring two to three times fewer force calls, (ii) three to five times faster than CI-NEB, (iii) more accurate than RMI-NEB at a similar computational cost. It is important to recall that for RMI-NEB, R-NEB and CI-NEB, the number of force calls is proportional to the number of intermediate configurations that are included in the chain. In Ref. 38, as reported in Table 3, only seven intermediate images have been included due to the high symmetry of the path. As such, if a tighter criterion on the saddle point convergence is required, the NEB performances will drop proportionally to the number of intermediate images, while this is not the case for r-ART, that only depends on the force convergence threshold at the saddle point. These behaviors are illustrated in the next, more generic, test examples.

## r-ART applied to silicon tetra-vacancy with non-trivial path: comparison with CI-NEB

In this section, we consider a more generic non-symmetric mechanism: the complex diffusion of the tetra-vacancy in silicon. Here, the transition state links the well known chain and hexagonal non-symmetric (hns) configurations ${ }^{39}$ presented in Figure ??, top panels.

The model system contains a total of 212 atoms and is addressed as 4 V -Si. For r-ART, the total force threshold of $2 \times 10^{-5} \mathrm{Ry} / \mathrm{au}$ at the saddle point is chosen to define the convergence. For the CI-NEB implemented in Quantum ESPRESSO v6.5, ${ }^{26}$ the same threshold is used but it is applied on the forces orthogonal to the path, as no direct criterion can control the convergence to the saddle point along the path. The initial chain guess is a linear interpolation between the two minima. The r-ART starting configuration lies halfway between the two minima. r-ART calculations are compared with CI-NEB performed with
three different numbers of intermediate images.
As can be seen in Table 4, even after more than thousands force calls, CI-NEB is between one and two orders of magnitude less accurate than r-ART in resolving the position of the saddle point, depending on the number of intermediate images, with $r$-ART requiring four to seven times fewer force evaluations. Because of the large distance between the two minima, about $4.2 \AA$, and of the sinuosity of the path, a very large number of intermediate images should be used to achieve a saddle point force convergence similar to the one chosen for r-ART calculations, which results in a significant increase in computational costs.

The evolution of both CI-NEB (with 19 intermediate images) and r-ART saddle point search is shown in Figure ??, where the energy (with respect to the total energy of one of the minima) is plotted as a function of the displacement vector projected on the total displacement. Lanczos, push and orthogonal relaxation steps are also highlighted in Figure ??.

Table 4: In the case of $4 \mathrm{~V}-\mathrm{Si}$, comparison of the convergence and of the cost to reach the saddle point between the CI-NEB implemented in Quantum ESPRESSO v6.5 and r-ART-DFT. The number of force calculations corresponds to the number of times an scf loop has been run by the DFT software. CPU time is defined as the product of the total search time by the number of CPUs. Total force is the rms sum of all the atomic forces at the saddle point. Maximum force is the maximum force on one atom among all at the saddle point. In r-ARTn*, 10 Ry of plane waves cutoff have been used until forces reach $10^{-2} \mathrm{Ry} / \mathrm{au}$ and 20 Ry afterward.

|  | force calc. <br> (number) | CPU time <br> (hcpu) | Tot. force <br> (Ry/au) | Max. force <br> (Ry/au) |
| :--- | :---: | :---: | :---: | :---: |
| CI-NEB 5 im | 1127 | 1550 | $1.110^{-3}$ | $1.910^{-4}$ |
| CI-NEB 13 im | 1976 | 2565 | $5.210^{-4}$ | $1.010^{-4}$ |
| CI-NEB 19 im | 2071 | 2754 | $1.910^{-4}$ | $4.310^{-5}$ |
| r-ARTn | 301 | 309 | $1.110^{-5}$ | $2.110^{-6}$ |
| r-ARTn* | 353 | 121 | $1.210^{-5}$ | $2.310^{-6}$ |

Table 5: Same caption as in Table 4 but for the diffusion of the mono-vacancy that has one intermediate minimum and two saddle points. The number of forces includes the convergence to the saddle point and the two relaxations. The CI option is active for saddle 2.

|  | force calc. (number) | CPU time (hcpu) | Saddle 1 |  | Inter. min. |  | Saddle 2 (CI) |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Tot. force (Ry/au) | Max. force (Ry/au) | Tot. force (Ry/au) | Max. force $(\mathrm{Ry} / \mathrm{au})$ | Tot. force (Ry/au) | Max. force (Ry/au) |
| CI-NEB 5 im | 273 | 371 | $6.010^{-3}$ | $3.010^{-3}$ | $2.410^{-3}$ | $1.810^{-4}$ | $7.210^{-4}$ | $3.010^{-4}$ |
| CI-NEB 13 im | 1080 | 1488 | $6.010^{-4}$ | $3.110^{-4}$ | $6.110^{-4}$ | $2.210^{-4}$ | $4.710^{-4}$ | $1.910^{-4}$ |
| CI-NEB 19 im | 1539 | 1998 | $9.310^{-4}$ | $3.610^{-4}$ | $2.110^{-3}$ | $5.110^{-4}$ | $1.110^{-4}$ | $3.410^{-5}$ |
| d-ARTn 1rst part | 542 | 524 | $1.010^{-5}$ | $1.410^{-6}$ | $1.010^{-5}$ | $2.110^{-6}$ | - | - |
| d-ARTn 2nd part | 284 | 291 | - | - | $1.010^{-5}$ | $2.110^{-6}$ | $1.010^{-5}$ | $2.310^{-6}$ |
| d-ARTn (total) | 826 | 815 | $1.010^{-5}$ | $1.410^{-6}$ | $1.010^{-5}$ | $2.110^{-6}$ | $1.010^{-5}$ | $2.310^{-6}$ |

## d-ART used to reconstruct the multistep silicon mono-vacancy diffusion: comparison with CI-NEB

The silicon mono-vacancy ( $\mathrm{V}-\mathrm{Si}$ ) migration with a model composed by 63 atoms was already used as benchmark example in Table 3 for comparison with Ref. 38. However, the converged pathway is more complex and can only be resolved with a model system with more than 200 atoms. ${ }^{40}$ The MEP between the two ground states ( $D_{2 d}$ symmetry) involves an intermediate metastable configuration with the $C_{s}$ symmetry and two symmetric saddle points (top of Figure ??). To demonstrate the application of d-ART, we consider, therefore, a monovacancy migration in a 215 atoms model, addressed as V-Si.

The d-ART performance is compared with that of CI-NEB as implemented in QuANTUM ESPRESSO v6.5 ${ }^{26}$ using 5, 13 and 19 intermediate images. Similarly to the previous example, even with 19 intermediate images, the total force in CI-NEB remains up to one order of magnitude higher than the one reached with d -ART at the saddle point $\left(1.1 \times 10^{-4} \mathrm{Ry} / \mathrm{au}\right.$ for 19 images CI-NEB against $1.0 \times 10^{-5} \mathrm{Ry} /$ au for $\left.\mathrm{d}-\mathrm{ART}\right)$. Results on the saddle point 1 that do not have the climbing image and on the intermediate minimum are even worse: the total force remains two orders of magnitude higher than that obtained with d-ART. d-ART can find the fully connected path, including the two saddle points and the relaxation to the initial, final and intermediate minima after only 826 force evaluations. This represents $50 \%$ fewer force evaluations than CI-NEB with 19 intermediate images (1539), and four times less CPU time, due to the reduced number of DFT self-consistent cycles. Both saddle points are
resolved within $10^{-5} \mathrm{Ry}$ /au total force.

## Conclusion

The significant improvements in the implementation of ARTn has led to a considerable reduction in the computational costs needed to map the energy landscape of complex systems. This makes possible the use of ARTn with DFT calculations for a wide range of problems for which it is impossible to guess pathways from symmetry or physical arguments. For the examples presented here, with ARTn coupled to Quantum Espresso, the automatic searches of MEP show success rates at up to $87 \%$ in finding saddle points, resulting in a overall acceleration of 225 per cent.

In addition to these improvements, two important extensions of ARTn are proposed to address the needs of the DFT community to efficiently identify MEPs: refining ART (r-ART) and directed ART (d-ART). r-ART is designed to find a single transition state from a given or interpolated guess while d-ART can construct automatically a chain of states, including transition and intermediate states, between two given configurations.

The various comparisons made between these methods and NEB-based string approaches show that both r-ART and d-ART converge to saddle points with much higher precision than string methods for significantly less computational effort. They thus represent a valued alternative to the standard string approaches.

Together, ARTn, r-ART and d-ART provide a powerful tool that will greatly facilitate the characterization of energy landscapes in chemical reactions and complex materials.
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## Supporting Information Available

A video showing the ARTn algorithm exploration of a two dimensions PES is available in supplementary material. This information is available free of charge via the Internet at http://pubs.acs.org

## Software and data availability

ARTn-DFT is available freely upon request to any of the authors, it includes the standard exploration method, r-ART, d-ART, a complete documentation and many examples. The present version is only compatible with QE-6.5, also available freely at https://www.quantumespresso.org. We are currently developing a plugin version for an easier use, hands on, maintenance and portability.

## Computational details

## DFT - ART coupling

Ab-initio approaches are computationally expensive because of the self-consistent (scf) determination of the ground-state electronic density, and have represented one of the major bottleneck for a broad adoption of ARTn by the DFT community. The number of scf cycles can, however, be significantly reduced if the starting Kohn-Sham potential is computed from the density of a previous energy and force calculation. This approach is already in use, in most of the user community DFT codes like ABINIT, ${ }^{25}$ VASP ${ }^{27}$ and Quantum ESPRESSO, ${ }^{26}$
for accelerating NEB calculations, atomic relaxations and molecular dynamics simulations. In the context of DFT codes based on pseudo-potentials (only valence electrons are treated explicitly), the corresponding core potential is updated on-the-fly at each step.

In the current ARTn-DFT, the implementation of the aforementioned computational optimisation in ARTn increases the speed of MEP searches by a factor of three (in all the test cases). Such a high efficiency is allowed by the iterative finite difference evaluation (to construct the tri-diagonal Lanczos matrix) of the lowest Hessian-matrix eigenvalue and eigenvector, which involves total displacements of $0.01 \AA$ or less around a central configuration. In this case, the electronic density after an scf cycle is very similar to the density in the previous step.

Massive and automatic saddle point searches on a given system have also been enabled.
In addition, the coupling allows to fix atom positions simply by multiplying their force by a 0 or a 1 ( T or F ) that are commonly given in the DFT software inputs after the atomic positions.

This new version of ARTn also implements the use of two different sets of DFT parameters (cutoff, k-points,...) in the same run. This is particularly useful, for instance, to identify first rough saddle points and then resolve them accurately.

## ARTn parameters

Stage (a): Leaving the harmonic basin. The size of the random displacement push is chosen to be $2 \AA$, distributed on all the atoms that are not a crystalline site for the first push, and reduced to $0.2 \AA$ for the following pushes until reaching the inflection line (stage b)). 6 steps of perpendicular relaxations, after each push, have been imposed (see Table.1). The first evaluation of the lowest Hessian-matrix eigenvalue and corresponding eigenvector is chosen to occur after the third pushing step.

Mixing stage Three mixing steps are used to smooth the transition between stages (a) and (b).

Stage (b): Converging to the saddle point. The magnitude of the displacement push is proportional to the force when following the eigenvector as: ${ }^{30,31}$

$$
\begin{equation*}
d r=\min \left(\operatorname{size}_{\max }, \frac{\left|f_{\text {par }}\right|}{\max \left(\left|\lambda_{0}\right|, 0.5\right)}\right), \tag{2}
\end{equation*}
$$

where $f_{\text {par }}$ is the force parallel to the eigenvector $(\mathrm{eV} / \AA), \lambda_{0}$ the negative eigenvalue $\left(\mathrm{eV} / \AA^{2}\right)$ and size $_{\max }$ the upper bound of the allowed displacement, set to $0.2 \AA$.

For the Quadri-interstitial test case, the number of perpendicular relaxations steps is increased from 5 to 25 . For the other test cases, the perpendicular relaxation stops when the perpendicular forces are lower than the parallel ones, or when reaching the selected saddle-point total force convergence threshold.

Lanczos. For all stages, 16 iterations are used to converge the lowest eigenvalue and corresponding eigenvector.

## DFT parameters

Unless stated differently, all DFT calculations use the Local Density Approximation (LDA), ${ }^{41}$ the Brillouin zone is sampled at gamma only, the size of the plane wave basis is set to 20 Ry and the convergence threshold of the self-consistent energy to $10^{-10} \mathrm{Ry}$.
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Figure 4: Schematic representation of searches performed by the three ARTn variants, namely whole ARTn, r-ART and d-ART. Starting configurations are represented by red squares, interpolated structures by green squares, and arrival configurations by circles. To guide the eye, the workflow is indicated by arrows.
Left panels (a) and (b) show two independent explorations from the same starting configuration.
Central panels describe how r-ART converges to a transition state, from a starting configuration near the saddle point (central panel (c)) or from an interpolation between two known configurations (central panel (d)).
Right panels show how d-ART constructs a multi-states diffusion pathway between two known minima. The system starts from an interpolated configuration and converges to a first saddle point, from which a new minimum configuration is found (right panel (e)). A new interpolated point is generated between the new configuration and the previous one, and the algorithm converges to a second saddle point (right panel (f)).

(a) Initial linear interpolation

(c) Initial path using an additional intermediate point

(e) ARTn: search 1

(b) Not actual MEP

(d) Correct MEP

(f) ARTn: search 2

Figure 5: Schematic representation of common biases introduced by the guessed chain of configurations used in string methods and ARTn PES exploration. (a) Standard linear interpolation. (b) Relaxation from this initial guess can result in a higher energy path. (c) Construction of an initial guess path with the introduction of an intermediate configuration close to the actual saddle point. (d) This approach results in the actual MEP. (e) and (f): ARTn exploration of the PES that results in the identification of two paths.


Figure 6: Top panel: Tetra-vacancy in a 212-atoms supercell switching between a chain and a hns configuration through the saddle point. Structures are represented by silicon atoms out of their crystalline site (red balls), their on-site neighbors (white balls), and their empty ideal sites (blue balls).
Bottom panels: Comparison of the energies of the structures visited by r-ART and CI-NEB and zoom around their saddle points. Big black points: force calculations by CI-NEB. Red points: force calculations by r-ART. Green points: Lanczos algorithm called by r-ART, which requires 16 force calculations for each. For clarity, some of the intermediate strings of the CI-NEB are removed.



Figure 7: Top panel: Initial $D_{2 d}$, intermediate $C_{s}$, and final $D_{2 d}$ structures obtained during the diffusion of the mono-vacancy ( $\mathrm{V}-\mathrm{Si}$ ) and their intermediate saddle points. Structures are represented by silicon atoms out of their crystalline site (red balls), their on site neighbors (white balls), and their empty ideal sites (blue balls).
Bottom panel: Comparison of the energies of the structures visited by d-ART and by CINEB. Green points: Lanczos algorithm called by ARTn, which requires 16 force calculations for each.
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