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Abstract

By taking advantages of properties of the Laguerre polynomials, we propose a new inequality called Bessel-Laguerre integral inequality, which can be applied to stability analysis of linear systems with infinite distributed delays and with general kernels. The matrix corresponding to the system without the delayed term or the matrix corresponding to the system with the zero-delay is not necessarily assumed to be non-Hurwitz. Through a Laguerre polynomials approximation of kernels, the advantage of the method is that the original system is not needed to be transformed into an augmented one. Instead, it is represented as a system with additional signals that are captured by the Bessel-Laguerre integral inequality. Then, we derive a set of sufficient stability conditions that is parameterized by the degree of the polynomials. The particular case of gamma kernel functions can be easily considered in this analysis. Numerical examples illustrate the potential improvements achieved by the presented conditions with increasing the degree of the polynomial, but at the price of numerical complexity.

Key words: Systems with infinite distributed delays, Bessel-Laguerre integral inequality, Lyapunov method.

1 Introduction

Systems with distributed delays have been extensively studied in the literature, see e.g., [1], [2], [3], [4] and the references therein. Most of them were mainly focused on the class of finite distributed delays. In fact, infinite distributed delays appear in a wide range of applications, such as in population dynamics, in traffic flow dynamics of transportation systems, in machine tool vibration problem, in predator-prey model, see e.g., [5], [6], [7] and the references therein. Particularly, it was shown in [8] that gamma-distributed infinite delays with a gap can be encountered in the control over communication networks.

The analytical stability region of the traffic flow dynamics was presented in [9] using a frequency domain approach. Furthermore, necessary and sufficient stability condition was found in [6] for linear systems with gamma-distributed delays. Then consensus problems for a class of linear systems with gamma-distributed delays, with application to traffic flow dynamics, were analyzed in [5]. Note that in the traffic flow model on the ring considered in the above works, the matrix corresponding to the system without the delayed term is zero and the matrix corresponding to the system with the zero-delay has a zero eigenvalue. Thus, the infinite distributed delays in the traffic flow model on the ring have stabilizing effects.

To assess stability of systems with gamma-distributed infinite delays, a Lyapunov-based method was firstly provided in [10] by virtue of two kinds of integral inequalities with infinite intervals of integration. Furthermore, an efficient condition was proposed in [11] by a generalized integral inequality and its double integral extension. It is worth noting that in [10] and [11], if the matrix corresponding to the system without the delayed term or the matrix corresponding to the system with the zero-delay is not Hurwitz, the original system needs to be transformed into an augmented one, which may induce undesired additional dynamics and consequently some possible conservatism.

On the other side, based on Legendre orthogonal polynomials and Bessel inequality, a new set of integral inequalities that encompasses Jensen [12] and Wirtinger-
The symmetric entries in a symmetric matrix are denoted $A_{ij} = A_{ji}$.

The symbols $R^+$, $Z^+$ and $N$ denote the set of real numbers, non-negative real numbers, non-negative integers and positive integers, respectively. $R^n$ denotes the $n$ dimensional Euclidean space with vector norm $\| \cdot \|$, $R^{n \times n}$ is the set of all $n \times n$ real matrices, and the notation $P > 0$, for $P \in R^{n \times n}$ means that $P$ is symmetric and positive definite. For $x : R \to R^n$, we denote $x(\theta) = x(t + \theta)$, $\theta \in [-h, 0]$. The superscript $T$ stands for matrix transposition. Moreover, for any square matrix $A \in R^{n \times n}$, we define $\text{He}(A) = A + A^T$. The symmetric entries in a symmetric matrix are denoted by $\ast$. The symbol $L_p(a, b; R^n)(p = 1, 2, \ldots)$ is the Banach space of functions $x : (a, b) \to R^n$ with $\|x\|_{L_p} = \int_a^b |x(s)|^p e^{-\tau} ds < +\infty$.

2 Problem formulation and preliminaries

In this section, the considered system model is presented as well as some preliminaries results on Laguerre polynomials.

2.1 Systems description

Consider the linear continuous-time systems with an infinite distributed delay:

$$\dot{x}(t) = Ax(t) + A_1 \int_0^{+\infty} K(\theta)x(t - \theta - h)d\theta, \quad (1)$$

where $x(t) \in R^n$ is the instantaneous state vector, $A$, $A_1 \in R^{n \times n}$ are constant system matrices, and $h \geq 0$ represents a fixed time gap. It is assumed that the kernel function $K(\theta)$ has a form of

$$K(\theta) = \tilde{\Psi}(\theta)e^{-\frac{\theta}{\tau}},$$

where $T > 0$ is a scale parameter, the function $\tilde{\Psi}(\theta) \in L_2(0, +\infty; R)$ and $\int_0^{+\infty} K(\theta)d\theta < +\infty$. The matrices $A$ and $A + A_1 \int_0^{+\infty} K(\theta)d\theta$ are not required to be Hurwitz. The initial condition is given by $x(0) \in C^1(-\infty, 0]$, where $C^1(-\infty, 0]$ denotes the space of continuously differentiable functions $x : (-\infty, 0] \to R^n$ with the norm $\|x\|_{C^1} = \|x\|_C + \|\dot{x}\|_C < +\infty$, $\|\dot{x}\|_C = \sup_{s \in (-\infty, 0]} |\dot{x}(s)| < +\infty$.

Let $\vartheta = u$. Then the system (1) can be transformed into

$$\dot{x}(t) = Ax(t) + A_1 \int_0^{+\infty} \Psi(u)e^{-\tau}x(t - Tu - h)du, \quad (2)$$

where

$$\Psi(u) = T\tilde{\Psi}(Tu). \quad (3)$$

2.2 Laguerre polynomials and kernel approximation

In this section, the Laguerre polynomials and some relevant properties are presented. The Laguerre polynomials considered over the interval $(0, +\infty)$ are defined as follows:

$$\forall k \in Z^+, \quad L_k(u) = \sum_{l=0}^{k} \binom{k}{l} (-1)^l \frac{u^l}{l!}, \quad (4)$$
For any functions \( f, g \in L_2(0, +\infty; \mathbb{R}) \), consider the inner product defined by
\[
<f, g> = \int_0^{+\infty} f(\theta)g(\theta)e^{-\theta} d\theta. \tag{5}
\]

The following properties of the Laguerre polynomials presented in (4) will be helpful in deriving the main result of the paper.

**Property 1** The Laguerre polynomials form an orthonormal sequence with respect to the inner product (5) and satisfy, for all \((k, l) \in \mathbb{Z}^+ \times \mathbb{Z}^+\),
\[
\int_0^{+\infty} L_k(u)L_l(u)e^{-u} du = \begin{cases} 0, & k \neq l, \\ 1, & k = l. \end{cases} \tag{6}
\]

**Property 2** For all \(k \in \mathbb{Z}^+\), the Laguerre polynomials possess the following boundary conditions
\[
L_k(0) = 1, \\
\lim_{\theta \to 0} L_k(\theta)e^{-\theta} = 1, \\
\lim_{\theta \to +\infty} L_k(\theta)e^{-\theta} = 0. \tag{7}
\]

**Property 3** The Laguerre polynomials satisfy the following differentiation rule
\[
\hat{L}_k(u) = \begin{cases} 0, & \text{if } k = 0, \\ \sum_{i=0}^{k-1} L_i(u), & \text{if } k \geq 1, \ k \in \mathbb{N}. \end{cases} \tag{8}
\]

Consider the polynomial approximation of the kernel function \( \Psi(u) \). For a given integer \( N, \Psi(u) \) can be rewritten as
\[
\Psi(u) = \sum_{k=0}^{N} \frac{<\Psi(u), L_k(\theta)>}{<L_k(\theta), L_k(\theta)>} L_k(u) + r_N(\Psi, u) \tag{9}
\]
where
\[
\Psi_k = <\Psi(u), L_k(\theta)>, \ 
|\Psi_k| = \int_0^{+\infty} \Psi(u)L_k(u)e^{-u} du, \\
r_N(\Psi, u) = \Psi(u) - \sum_{k=0}^{N} \Psi_k L_k(u). \tag{10}
\]

The term \( \sum_{k=0}^{N} \Psi_k L_k(u) \) represents the projection of \( \Psi(u) \) to the polynomial set \( \{ L_k, k=0, \ldots, N \} \) with respect to the inner product (5). The function \( r_N(\Psi, u) \) stands for the remainder of the approximation and is orthogonal to the first \( N + 1 \) Laguerre polynomials since from Property 1 we have for any \( k = 0, \ldots, N, \)
\[
\int_0^{+\infty} r_N(\Psi, \theta)L_k(\theta)e^{-\theta} d\theta = \int_0^{+\infty} \Psi(\theta)L_k(\theta)e^{-\theta} d\theta - \int_0^{+\infty} \sum_{i=0}^{N} \Psi_i L_i(\theta)L_k(\theta)e^{-\theta} d\theta \\
= \int_0^{+\infty} \Psi(\theta)L_k(\theta)e^{-\theta} d\theta - \int_0^{+\infty} \Psi_k L_k(\theta)e^{-\theta} d\theta \\
= \Psi_k - \Psi_k = 0. \tag{11}
\]

Let \( \beta_N \) denote the square of norm of \( r_N \) associated with the inner product (5), i.e.,
\[
\beta_N(\Psi) = <r_N(\Psi, \theta), r_N(\Psi, \theta)> = \int_0^{+\infty} r_N^2(\Psi, \theta)e^{-\theta} d\theta. \tag{12}
\]

The properties of \( \beta_N \) are provided in the following lemma.

**Lemma 1** For \( \Psi(u) \) given by (3), the following inequalities hold
\[
\beta_N(\Psi) = \int_0^{+\infty} \Psi^2(\theta)e^{-\theta} d\theta - \sum_{k=0}^{N} \Psi_k^2 \geq 0, \tag{13}
\]
where
\[
\beta_{N+1}(\Psi) - \beta_N(\Psi) = -\Psi_{N+1}^2 \leq 0. \tag{14}
\]

**Proof 1** The proof of (13) follows the definition of \( \beta_N(\Psi) \) and Property 1 of the Laguerre polynomials. The inequality (14) results directly from (13).

### 2.3 Modeling of systems with infinite distributed delays

Using the Laguerre polynomials approximation (9) of the kernel function \( \Psi(u) \), system (2) is equivalent to
\[
\dot{x}(t) = Ax(t) + A_1 \sum_{k=0}^{N} \Psi_k \Omega_k(x_t) + \beta_N(\Psi)A_1 \Xi_N(\Psi, x_t), \tag{15}
\]
where
\[
\Omega_k(x_t) = \int_0^{+\infty} L_k(\theta)x(t - T\theta - h)e^{-\theta} d\theta, \\
\Xi_N(\Psi, x_t) = \begin{cases} 0, & \text{if } \beta_N(\Psi) = 0, \\ \int_0^{+\infty} r_N(\Psi, \theta)x(t - T\theta - h)e^{-\theta} d\theta, & \text{if } \beta_N(\Psi) > 0. \end{cases} \tag{16}
\]
Remark 1. In [10] and [11], to assess stability of systems with particular gamma-distributed delays, whose model is given in (1) with $K(\theta)$ having a form of

$$
K(\theta) = \frac{e^{-\theta}}{T^{M}(M-1)!},
$$

where $M \geq 2$, $M \in \mathbb{N}$, is a scaling parameter of the distribution and $T > 0$ is a scale parameter, one needs to transform the original system (1) with (17) into the following augmented one:

$$
\begin{align*}
\dot{x}(t) &= A x(t) + A_1 y(t), \\
\dot{y}(t) &= -\frac{1}{T} y(t) + \rho(t),
\end{align*}
$$

where

$$
\begin{align*}
y(t) &= \int_{0}^{\infty} K(\theta)x(t-\theta-h)d\theta, \\
\rho(t) &= \int_{0}^{\infty} Q(\theta)x(t-\theta-h)d\theta, \\
Q(\theta) &= \frac{\theta^{M-2} e^{-\frac{\theta}{T}}}{T^{M}(M-2)!}.
\end{align*}
$$

This may lead to conservatism (smaller stability region in the $(T, h)$ plane) because the stability of the augmented system (18) implies the stability of the original system (1) with (17), but not vice versa [10].

In the present paper, the original system (1) is not necessary to be transformed into an augmented one. Instead it is represented as a system with additional signals $\Omega_k$, $k = 0, \ldots, N$, and $\Xi_N$ that can be captured by the newly introduced Bessel-Laguerre integral inequality proposed in the next section.

3 Bessel-Laguerre integral inequality

In this section, taking advantages of the properties of Laguerre polynomials and applying Bessel inequality [18], we provide an integral inequality, which includes the additional signals of system (15) and then allows us to develop efficient stability criterion.

Lemma 2 (Bessel-Laguerre integral inequality) For a given $n \times n$ matrix $R > 0$, and $x(\theta) \in L_2(0, +\infty; \mathbb{R}^n)$, the following inequality

$$
\begin{align*}
\int_{0}^{\infty} x^T(\theta)R x(\theta)e^{-\theta}d\theta &\geq \sum_{k=0}^{N} \Omega_k^T(x)R \Omega_k(x) \\
&\quad + \rho(\beta_N(\Psi))\Xi_N^T(\Psi, x) R \Xi_N(\Psi, x)
\end{align*}
$$

holds, where the notations $\Omega_k(x)$ and $\Xi_N(\Psi, x)$ are defined in (16) and

$$
\rho(\beta_N(\Psi)) = \begin{cases} 
\beta_N(\Psi), & \text{if } \beta_N(\Psi) > 0, \\
1, & \text{if } \beta_N(\Psi) = 0.
\end{cases}
$$

Proof 2. For $x \in L_2(0, +\infty; \mathbb{R}^n)$, $\Psi \in L_2(0, +\infty; \mathbb{R})$ and Laguerre polynomials $L_k$, $k = 0, \ldots, N$, define a function $f_N(\theta)$ for all $\theta \in [0, +\infty)$ by

$$
f_N(\theta) = x(\theta) - \sum_{k=0}^{N} \Omega_k(x)L_k(\theta) - r_N(\Psi, \theta)\Xi_N(\Psi, x).
$$

The above definition indicates that function $f_N(\theta)$ belongs to $L_2(0, +\infty; \mathbb{R}^n)$, and thus, $\int_{0}^{\infty} f_N^2(\theta)R f_N(\theta)e^{-\theta}d\theta$ exists. In the next developments and for the sake of simplicity, we will denote by $\mathcal{I}(f)$ the integral $\int_{0}^{\infty} f^2(\theta)R f(\theta)e^{-\theta}d\theta$, for any appropriate function $f$. Since matrix $R$ is positive definite it is clear that $\mathcal{I}(f_N)$ is non-negative. Expanding the expression of $f_N$ yields

$$
0 \leq \mathcal{I}(f_N) = \mathcal{I}(x) + \mathcal{I}(\nu_N) - 2 \int_{0}^{\infty} x^T(\theta)R x_N(\theta)e^{-\theta}d\theta - 2 \int_{0}^{\infty} x^T(\theta)R \nu_N(\theta)e^{-\theta}d\theta + 2 \int_{0}^{\infty} x_N^T(\theta)R \nu_N(\theta)e^{-\theta}d\theta.
$$

Our objective is to simplify this expression. Consider the case that $\beta_N(\Psi)$, and consequently, $r_N$ are not zero. Let us first note that

$$
\mathcal{I}(x_N) = \sum_{k=0}^{N} \sum_{j=0}^{N} \left( \int_{0}^{\infty} L_k(\theta)L_j(\theta)e^{-\theta}d\theta \right) \Omega_k^T(x) R \Omega_j(x).
$$

Using the orthonormal property (6), the previous expression simplifies to $\mathcal{I}(x_N) = \sum_{k=0}^{N} \Omega_k^T(x) R \Omega_k(x)$. Similarly, we note that

$$
\mathcal{I}(\nu_N) = \left( \int_{0}^{\infty} r_N^2(\Psi, \theta)e^{-\theta}d\theta \right) \Xi_N^T(\Psi, x) R \Xi_N(\Psi, x).
$$

Then, the fourth term of the right-hand-side of (22) can
be rewritten by expanding the expression of $x_N$ 
\[
-2 \int_0^{+\infty} x^T(\theta)R x_N(\theta)e^{-\theta} d\theta = -2 \sum_{k=0}^N \left( \int_0^{+\infty} L_k(\theta)e^{-\theta} x(\theta) d\theta \right)^T R \Omega_k(x) \\
= -2 \sum_{k=0}^N \Omega_k^T(x) R \Omega_k(x) \\
= -2 \mathcal{I}(x_N).
\]

Similarly, we get that 
\[
-2 \int_0^{+\infty} x^T(\theta)R \nu_N(\theta)e^{-\theta} d\theta = -2 \left( \int_0^{+\infty} r_N(\Psi,\theta)e^{-\theta} x(\theta) d\theta \right)^T R \Xi_N(\Psi, x) \\
= -2 \beta_N(\Psi) \Xi_N^T(\Psi, x) R \Xi_N(\Psi, x) \\
= -2 \mathcal{I}(\nu_N).
\]

It remains to express the last term of the right-hand-side of (22). This yields 
\[
2 \int_0^{+\infty} x_k^T(\theta) R \nu_N(\theta)e^{-\theta} d\theta \\
= 2 \sum_{k=0}^N \left( \int_0^{+\infty} r_N(\Psi,\theta)L_k(\theta)e^{-\theta} d\theta \right) \Omega_k^T(x) R \Xi_N(\Psi, x).
\]

In light of the construction of $r_N$ in (11), we straightforwardly obtain that this term is zero. Hence, re-injecting the previous expressions into (22) yields 
\[
0 \leq \mathcal{I}(x) - \mathcal{I}(x_N) - \mathcal{I}(\nu_N),
\]
which concludes the proof for the case $\beta_N(\Psi) > 0$. Furthermore, in the case where $\beta_N(\Psi)$, and consequently, $r_N$ are zero, from (22) it follows that 
\[
\int_0^{+\infty} x^T(\theta)R x(\theta)e^{-\theta} d\theta \geq \sum_{k=0}^N \Omega_k^T(x) R \Omega_k(x),
\]
which yields (19) due to $\Xi_N(\Psi, x)$ given by (16) is zero when $\beta_N(\Psi) = 0$.

**Remark 2** The well-known Jensen inequality was generalized in [10] from finite intervals of integration to infinite ones: given an $n \times n$ matrix $R > 0$ and a scalar function $K : [0, +\infty) \to \mathbb{R}^+$ such that the integrations concerned are well defined, the following inequality
\[
\int_0^{+\infty} K(s)x^T(s)R(x)ds \geq K_0^{-1} \int_0^{+\infty} K(s)x^T(s)dsR \int_0^{+\infty} K(s)x(s)ds
\]
holds, where $K_0 = \int_0^{+\infty} K(s)ds$. Recently, the inequality (23) was extended in [11] to a more general form:
\[
\int_0^{+\infty} K(s)x^T(s)R(x)ds \\
\geq K_0^{-1} \int_0^{+\infty} K(s)x^T(s)ds R \int_0^{+\infty} K(s)x(s)ds \\
+ \left( K_2 - \frac{K_0^2}{K_1^2} \right)^{-1} \tilde{\Omega}^T \tilde{R} \tilde{\Omega}, 
\]
where $K_1 = \int_0^{+\infty} sK(s)ds$, $K_2 = \int_0^{+\infty} s^2K(s)ds$ and 
$\tilde{\Omega} = \frac{K_2}{K_1} \int_0^{+\infty} K(s)x(s)ds - \int_0^{+\infty} sK(s)x(s)ds$. Note that the Bessel-Laguerre inequality (19) with $\Xi_N(\Psi, x) = 0$ for $N = 0$ and $N = 1$ allows retrieving inequalities (23) and (24) with $K(s) = e^{-s}$, respectively. This remark demonstrates the generality of the Bessel-Laguerre inequality.

### 4 Stability analysis

In this section, the new integral inequality (19) in Lemma 2 will be employed for the stability analysis of system (1) with infinite distributed delays. For the sake of simplicity, we will use in this section the following notations:

\[
G_N = \begin{bmatrix} I_n & 0_{n,n} & 0_{n,n(N+1)} \\ 0_{n(N+1),n} & 0_{n(N+1),n} & I_{n(N+1)} \end{bmatrix}, \\
F_N = \begin{bmatrix} A & 0_{n,n} & A_1 \Psi_0 & A_1 \Psi_1 & \cdots & A_1 \Psi_N \end{bmatrix}, \\
W_N = \begin{bmatrix} F_N^T & T_N^T(0) & T_N^T(1) & \cdots & T_N^T(N) \end{bmatrix}, \\
T_N(k) = \begin{bmatrix} 0_{n,n} & I_n & r_{nk}^0 & r_{nk}^1 & \cdots & r_{nk}^{N(k)} \end{bmatrix}, \\
r_{Nk}^i = \begin{cases} -\frac{1}{T}, & \text{if } i \leq k, \\
0, & \text{if } i \geq k+1. \\
\end{cases}
\]

We propose to adopt the following Lyapunov functional:
\[
V_N(x_t) = \zeta_N^T(x_t)P_N \zeta_N(x_t) + h \int_0^t \int_{-\theta}^0 e^{\theta} X^T(s)S X(s)ds d\theta \\
+ \int_{-T\theta-h}^{t} e^{-\theta} x_t^T(s)R x_t(s)ds d\theta,
\]
where \( P_N > 0, S > 0, R > 0 \) and the augmented vector \( \zeta_N(x_t) \) is given by
\[
\zeta_N(x_t) = \begin{bmatrix}
x_t(0) \\
\int_0^{+\infty} L_0(\theta)x(t - T\theta - h)e^{-\theta}d\theta \\
\vdots \\
\int_0^{+\infty} L_N(\theta)x(t - T\theta - h)e^{-\theta}d\theta \\
x_0(t_x) \\
\vdots \\
\Omega_N(x_t)
\end{bmatrix}
\] (27)

We now state the main result of this paper:

**Theorem 1** Given \( h > 0 \), assume that there exist \((n(N + 2)) \times (n(N + 2))\) positive definite matrix \( P_N \) and \( n \times n \) positive definite matrices \( S, R \) such that the following matrix inequality
\[
\begin{bmatrix}
\Phi_{N0} & \beta_N(\Psi)G_N^T P_N J_N A_1 & \hbar^2 F_N^T S \\
-\rho(\beta_N(\Psi))R & \hbar^2 \beta_N(\Psi)A_1^T S & -\hbar^2 S
\end{bmatrix} < 0
\] (28)
is satisfied, where

\[
\Phi_{N0} = \text{He}(G_N^T P_N W_N) + \Pi_N - E_N^T S E_N - R_N,
\]
\[
\Pi_N = \text{diag}(R,0_{n(N+2),n(N+2)}),
\]
\[
R_N = \text{diag}(0_{2n,2n},R,\ldots,R),
\]
\[
E_N = \begin{bmatrix}
I_n & -I_n & 0_{n,n(N+1)}
\end{bmatrix},
\]
\[
J_N = \begin{bmatrix}
I_n & 0_{n,n(N+1)}
\end{bmatrix}^T
\]

with the other notations given in (25). Then system (1) is asymptotically stable for the time gap \( h \).

**Proof 3** Differentiating \( V_N(x_t) \) along (1) and applying Jensen inequality, we have
\[
\dot{V}_N(x_t) \leq 2\xi_N^T(x_t)P_N\dot{\zeta}_N(x_t)
\]
\[
+ x^T(t)R_x(t) + \hbar^2 x^T(t)S\dot{x}(t)
\]
\[
- \left[x(t) - x(t - h)\right]^T S \left[x(t) - x(t - h)\right]
\]
\[
- \int_0^{+\infty} x^T(t - T\theta - h)R_x(t - T\theta - h)e^{-\theta}d\theta.
\]
\[
- \int_0^{+\infty} x^T(t - T\theta - h)R_x(t - T\theta - h)e^{-\theta}d\theta.
\]
\[
- \int_0^{+\infty} x^T(t - T\theta - h)R_x(t - T\theta - h)e^{-\theta}d\theta.
\]
\[
(30)
\]

The objective of the next developments consists in finding an upper bound of \( \dot{V}_N(x_t) \) using \( \Xi_N(\Psi, x_t) \) and the augmented vector \( \dot{\zeta}_N(x_t) \) given by
\[
\xi_N(x_t) = \text{col}\{x(t), x(t - h), \Omega_0(x_t), \ldots, \Omega_N(x_t)\}. (31)
\]

Consider the first term of the right hand side of (30). It is easy to see that
\[
\dot{\zeta}_N(x_t) = \begin{bmatrix}
\dot{x}_t(0) \\
\dot{\Omega}_0(x_t) \\
\vdots \\
\dot{\Omega}_N(x_t)
\end{bmatrix} = \begin{bmatrix}
\dot{x}_t(0) \\
\Omega_0(x_t) \\
\vdots \\
\Omega_N(x_t)
\end{bmatrix}.
\]

From (15) and the definition of \( F_N \), it follows that
\[
\dot{x}_t(0) = F_N\xi_N(x_t) + \beta_N(\Psi)A_1\Xi_N(\Psi, x_t).
\]

Then, an integration by parts ensures that for any \( k = \{0, \ldots, N\} \),
\[
\Omega_k(\dot{x}_t) = \left\{ \begin{array}{ll}
-\frac{1}{\hbar^2} \lim_{\theta \to -\infty} \{ L_k(0) x(t - T\theta - h)e^{-\theta} \} \\
+\frac{1}{\hbar^2} \lim_{\theta \to +\infty} \{ L_k(0) x(t - T\theta - h)e^{-\theta} \} \\
+ \frac{1}{\hbar^2} \int_0^{+\infty} L_k(0) x(t - T\theta - h)e^{-\theta}d\theta \\
- \frac{1}{\hbar^2} \int_0^{-\infty} L_k(0) x(t - T\theta - h)e^{-\theta}d\theta.
\end{array} \right.
\]

Thanks to Properties 2 and 3 of the Laguerre polynomials, the following expression is derived
\[
\Omega_k(\dot{x}_t) = \frac{1}{\hbar^2} \int_0^{+\infty} L_i(0) x(t - T\theta - h)e^{-\theta}d\theta
\]
\[
= \frac{1}{\hbar^2} \int_0^{+\infty} L_i(0) x(t - T\theta - h)e^{-\theta}d\theta
\]
\[
= \Upsilon_N(x_t).
\]

Collecting all the components of \( \dot{\zeta}_N(x_t) \), we have
\[
\dot{\zeta}_N(x_t) = W_N\xi_N(x_t) + \beta_N(\Psi)A_1\Xi_N(\Psi, x_t),
\]
where the matrices \( W_N \) and \( J_N \) are given in (25) and
\[
(29)
\]
respectively. Next, applying Lemma 2 to the last term of (30), we obtain the following inequality
\[
- \int_0^{+\infty} x^T(t - T\theta - h)R_x(t - T\theta - h)e^{-\theta}d\theta
\]
\[
\leq - \sum_{k=0}^{N} \Omega_k^T(\dot{x}_t) R_{\Omega_k}(x_t) - \rho(\beta_N(\Psi))\Xi_N^T(\Psi, x_t) R_{\Xi_N}(\Psi, x_t)
\]
\[
= - \xi_N^T(x_t) R_{\xi_N}(x_t) - \rho(\beta_N(\Psi))\Xi_N^T(\Psi, x_t) R_{\Xi_N}(\Psi, x_t).
Since \( \zeta_N(x_t) = G_N \xi_N(x_t) \) and \( x^T(t) R x(t) = \xi_N(x_t) \Pi N \xi_N(x_t) \) and \( (x(t)-x(t-h))^T S (x(t)-x(t-h)) = \xi_N(x_t) E_N S E_N \xi_N(x_t) \) it follows that

\[
\dot{V}_N (x_t) \leq 2 \xi_N(x_t) G_N^T \eta_N(x_t) + \beta_N(\Psi) J_N A_1 \Xi_N(\Psi, x_t) + h^2 \dot{x}^T(t) S \dot{x}(t) + \beta_N(\Psi) \Pi_N - R_N - E_N^T S E_N \xi_N(x_t) - \rho(\beta_N(\Psi)) \Xi_N(\Psi, x_t)
\]

\[
= \eta_N(x_t) \left[ \begin{array}{c} \Phi_{N0} \beta_N(\Psi) G_N^T P_N J_N A_1 \\ * - \rho(\beta_N(\Psi)) R \end{array} \right] \eta_N(x_t)
\]

\[
+ h^2 [F_N \xi_N(x_t) + \beta_N(\Psi) A_1 \Xi_N(\Psi, x_t)]^T S \left[ F_N \xi_N(x_t) + \beta_N(\Psi) A_1 \Xi_N(\Psi, x_t) \right],
\]

(32)

where \( \eta_N(x_t) = \text{col}\{\xi_N(x_t), \Xi_N(\Psi, x_t)\} \) and other notations are given by (25) and (29). Hence, by Schur complements, (28) guarantees \( \dot{V}_N(x_t) \leq -c \| x(t) \|^2 \) for some \( c > 0 \), which implies the asymptotic stability of system (1) with infinite distributed delays.

**Remark 3** In some situations, the stability analysis of time-delay systems introduces additional dynamics that may introduce conservatism. Let us point out that the Bessel-Laquerre and more generally Bessel methods do not introduce any additional dynamics to the original systems. It only corresponds to manipulations, that allows providing more accurate analysis and less conservative results than existing ones.

**Remark 4** The stability condition of Theorem 1 is parameterized by the degree \( N \) of the Laguerre polynomial, which indicates the precision of the polynomial approximation. Note that the order of LMIs and the number of decision variables increase with \( N \). As shown in the examples below, the improvements may be achieved by increasing \( N \), but at the price of additional decision variables, showing a classical tradeoff between the reduction of the conservatism and the numerical complexity.

5 Illustrative examples

Two numerical examples from the literature will illustrate the efficiency of the proposed conditions.

5.1 Application to gamma-distributed delays

The previous method can be easily applied to systems with gamma kernel functions, whose model is given by (1) with (17). Let \( \Psi = u \), then system (1) with (17) can be transformed into system (2) with \( \Psi(u) \) having a form of

\[
\Psi(u) = \frac{u^{M-1}}{(M-1)!}.
\]

(33)

Consider system (1) with (17). Following [6] and [10], we give an example of two cars on a ring, where

\[
A = 0 \quad \text{and} \quad A_1 = \begin{bmatrix} -2 & 2 \\ 2 & -2 \end{bmatrix}.
\]

Here neither \( A \) nor \( A + A_1 \) is Hurwitz. The objective is to find the stability region in the \((T, h)\) plane that preserves the asymptotic stability. Taking the scaling parameter of distribution \( M = 2 \) we have \( \Psi(u) = u \) and then

\[
\int_0^{+\infty} \Psi^2(u) e^{-u} du = 2.
\]

Further, simple computation shows

\[
\Psi_0 = \int_0^{+\infty} \Psi(u) L_0(u) e^{-u} du = 1,
\]

\[
\Psi_1 = \int_0^{+\infty} \Psi(u) L_1(u) e^{-u} du = -1,
\]

\[
\Psi_2 = \int_0^{+\infty} \Psi(u) L_2(u) e^{-u} du = 0.
\]

From (13) and (14), it follows readily that \( \beta_i(\Psi) = 0 \), and therefore, \( \rho(\beta_i(\Psi)) = 1, i = 1, 2 \).

For different values of \( h \) given in Table 1, by applying Proposition 3 of [10], Proposition 1 of [11], and using Theorem 1, we obtain the maximum allowable values of \( T \) that guarantee the stability. Figure 1 illustrates trade-off curves between maximal allowable \( T \) and \( h \) by applying the above Lyapunov-based methods and by the frequency domain technique proposed in [6] for the theoretical bounds. One can see that the conditions of Theorem 1 with \( N = 1 \) essentially achieve better results than those of [10] and [11]. As expected in Remark 4, with additional decision variables, Theorem 1 with \( N = 2 \)
slightly improves the results, which are very close to analytical ones except for smaller values of $T$.

**Remark 5** The method of [10] and [11] for stability analysis of systems with gamma-distributed delays requires one more triple integral term in Lyapunov functional, which is not essential in our analysis. However, following [10] and [11], we can insert one additional term

$$V_I(x_t) = \int_0^{+\infty} \int_0^{T+h} \int_t^T e^{-\theta \tilde{x}^T(s)} U \tilde{x}(s) ds d\lambda d\theta, U > 0,$$

into Lyapunov functional (36). Differentiation of $V_I$ and applying the double integral inequality (see e.g., [10] and [11]) yield

$$\dot{V}_I(x_t) \leq (T+h) \tilde{x}^T(t) U \tilde{x}(t) - \frac{1}{h+1} \xi_N^T(x_t) Y_N^T U Y_N \xi_N(x_t),$$

where $\xi_N(x_t)$ is given by (31) and $Y_N = [I_n, 0_{n,n} - I_n, 0_{n,n}]$. The stability result derived by $V_I(x_t) + V_U(x_t)$ almost coincides with the one by Theorem 1 (see the Example 1).

**Remark 6** The stability analysis in [11] for linear systems with gamma-distributed delays was based on a generalization of the integral inequality and its double integral extension. Note that the method of [11] is efficient only for systems with gamma kernel functions ($M \geq 2$) and not suitable for systems with more general kernels. It is worth mentioning that compared with [11], the proposed method in this paper can not only deal with systems with more general kernels but also lead to less conservative results for systems with gamma-distributed delays (larger stability region in the $(T, h)$ plane).

### 5.2 Example 2

Consider system (1) from [10], where

$$A = 0 \quad \text{and} \quad A_1 = -41.8.$$  

The kernel function $\tilde{\Psi}(\theta) \in L_2(0, +\infty; \mathbb{R})$ is given by $\tilde{\Psi}(\theta) = \frac{2+20\theta+700\theta^2}{2+20\theta+700\theta^2}$ and $T = 0.11$. As noted in Remark 6, the method of [11] is not applicable to this example since the kernel function is not a gamma distribution. Applying Proposition 1 of [10], the maximum value of $h$ is found to be 0.128. The conditions of Theorem 1 with $N = 0, 1, 2$ and 3 improve the results and yield the maximum values of $h$ to be 0.146, 0.167, 0.174 and 0.175, respectively. It is demonstrated that the results become better with the increase of degree of the polynomial $N$.

### 6 Conclusions

In this paper, we have studied the stability of linear systems with infinite distributed delays and with general kernels. The analysis is based on a Laguerre polynomials approximation of kernels and the newly introduced Bessel-Laguerre integral inequality. By using a Lyapunov method, a set of sufficient conditions has been derived that is dependent on the degree $N$ of the polynomial. The suggested framework can easily include the case of gamma kernel functions. Numerical examples illustrate the potential improvements achieved by proposed conditions with increasing $N$, but at the price of additional decision variables. In particular, for the traffic flow models on the ring, the proposed results are shown to be very close to analytical ones. Future research includes other applications of this novel inequality.
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