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Abstract

In this paper, an improved quantification technique for STEM/EDX

measurements of 1D dopant profiles based on the Cliff-Lorimer equa-

tion is presented. The technique uses an iterative absorption correction

procedure based on density models correlating the local mass density

and composition of the specimen. Moreover, a calibration and error

estimation procedure based on linear regression and error propagation

is proposed in order to estimate the total measurement error in the
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dopant density. The proposed approach is applied to the measure-

ment of As profile in a nanodevice test structure. For the calibration,

two crystalline Si specimens implanted with different As doses have

been used and the calibration of the Cliff-Lorimer coefficients has been

carried out using Rutherford Back Scattering measurements. The As

profile measurement has been carried out on a FinFET test structure,

showing that quantitative results can be obtained in the nanometer

scale and for dopant atomic densities lower than 1%. Using the pro-

posed approach, the measurement error and detection limit for our

experimental setup are calculated and the possibility to improve this

limit by increasing the observation time is discussed.

1 Introduction

One of the key issues for the miniaturization of semiconductor nanodevices

is the precise control of their doping (Vandervorst et al., 2014). In new

generation devices, the doping spatial distribution must be controlled with

a precision higher than 1 nm while atomic concentrations below 1% have to

be measured. This is a particularly critical issue for the characterization of

nanodevices and 3D transistors (Colinge, 2008), where standard techniques

such as as Secondary Ion Mass Spectroscopy (SIMS) cannot be used. This

calls for the use of high resolution techniques. Scanning transmission electron

microscopy (STEM) associated with Energy Dispersive X-ray spectroscopy

(EDX) is an excellent candidate due to its versatility (several dopants can be

mapped) and its high spatial resolution. Moreover, the current availability of

probe spherical aberration correction, high brightness sources, and high angle
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silicon drift detectors (SDD) make this technique even more attractive since

a high signal to noise ratio can be obtained with the characteristic resolution

of STEM imaging techniques. Atomic elemental mapping of alloys can be

obtained using commercially available microscopes (Kothleitner et al., 2014).

In spite of all these advances, using STEM/EDX to obtain quantitative

information on the doping distribution in a nano-device is still a challenging

task. Quantitative analysis is complicated by the presence of measurement

artifacts (Goldstein et al., 2018)(Williams & Carter, 2009) that can safely be

ignored for high concentrations impurities, but become critical for low con-

centration dopants (concentration lower than 1%) since the artifact contribu-

tion can be of the same order of magnitude as the signal to be measured. More

specifically the artifacts complicating doping profiling with STEM/EDX can

be divided into two categories:

• The artifacts arising from the detector design such as escape peaks,

sum peaks, peak deformations due to partial charge collection and the

absorption of X-rays in the detector surface and window (Goldstein

et al., 2018). The effect of these artifacts are negligible in modern

SDD devices, thanks to the careful design minimizing the size of the

dead layers in the active surface and the fact that the constructors take

into account the absorption in the detector using a quantum efficiency

function (Alvisi et al., 2006).

• The artifacts arising from the physical interactions (absorption, fluo-

rescence ...) of X-rays emitted in the specimen with the specimen itself

and other elements in the column (Williams & Carter, 2009). This
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problem is unavoidable and can affect the accuracy of the obtained

results, especially when measuring dopant concentration. Particular

attention must be paid to the effect of the absorption of X-rays in

the specimen. A rigorous treatment of the effects of self-absorption on

the measured composition calls for the employ of an iterative approach

since the absorption effects clearly depend on the specimen composition

(Watanabe et al., 1996).

In this paper we will present a modified Cliff-Lorimer (Cliff & Lorimer, 1975)

method in order to deal with the second kind of artifacts and to obtain quanti-

tative dopant profiling in a nanoscale device structure. The method has been

applied on specimens prepared by Focused Ion Beam, in order to reduce the

influence of secondary X-rays produced by fluorescence or back scattered

electrons, and is based on the iterative correction of X-rays absorption ef-

fects in the specimen. In order to obtain reliable results the k-factors have

been calibrated using Rutherford Back Scattering (RBS) measurements and

the total experimental error has been calculated using standard error prop-

agation techniques. The method has then been applied to the measurement

of As dopant profiles in a FinFET structure,

The main novelties of this approach is the use of RBS data to calibrate

the k- factors and that the specimen local density has been calculated us-

ing physical models. The knowledge of the local density is used to correct

the absorption effects without any in-situ measurement of the electron beam

current, which is an advantage with respect to other techniques such as the

ζ-factor (Watanabe & Williams, 2006) or cross-section method (MacArthur

et al., 2016). The main difference between this techniques and other tech-
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niques not requiring an in-situ measurement is that specific peaks family can

be selected for each element (while at least two must be used in the technique

proposed by Morris et al. (1979) and Qiu et al. (2013)) and there is no need

to use several specimen tilt angles (as in the technique proposed by Morris

et al. (1979)). The main disadvantage of this approach when compared with

the other techniques is that the specimen must have a constant thickness,

that the thickness must be measured with other techniques, and that no

direct information can be obtained on the specimen density.

2 Materials and Methods

In this section the experimental techniques and the data analysis methods

used in this work will be presented.

First of all, the specimens that have been used for the calibration of the

k-factors and for doping measurements will be described, then some experi-

mental details on the STEM/EDX measurements will be given and, finally,

the techniques we used for data quantification will be detailed.

2.1 Description of the samples

To be able to measure arsenic doping concentration in silicon nanodevices,

we have designed some calibration specimens obtained by ionic implantation

of arsenic in monocrystalline silicon wafers. Two specimens were used to

check the precision of the calibration on different concentrations. Both were

implanted using an acceleration voltage of 21KeV but with a different dose

amounting, respectively, to 9.4 · 1015cm−2 and 1.8 · 1015cm−2. It has to be
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noted that due to the high dose, the implanted wafers are amorphized in

the implantation region. The implantation parameters have been chosen by

simulating the implantation profile using the SRIM (Stopping and Range of

Ions in Matter) Monte Carlo simulation software (Ziegler & Biersack, 1985).

The simulation results corresponding to the two different doses are shown

in Figure 1(a). It can be noted that the value of the concentration peak

amounts to 5 · 1021 cm−3 (equivalent to 10% atomic As concentration) for

the higher dose implant and to 1021 cm−3 (2% atomic As concentration) for

the lower dose implant.

Figure 1: (a) Implanted doping distribution simulated with SRIM for As
implant in silicon with an energy of 21keV; (b)Bright field STEM image of
the cross section of the FinFET sample.

An absolute measurement of the arsenic concentration of the implanted

samples has been obtained in bulk specimens by Rutherford backscattering

spectroscopy (RBS) measurements (Chu, 1978) using He+ ions accelerated

at 1.5 MeV. The detector resolution and solid angle have been obtained on

a SiO2 reference specimen using a detector collection angle of 10°. For the

As concentration measurements an elevation angle of 60° has been used.
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By using RBS, the atomic concentration profiles (atoms/cm3) of arsenic in

the two calibration specimens have been obtained. The final error on the

concentration measurement is in the order of 10% while the spatial resolution

of the technique is 4 nm. The RBS results were used to calibrate the k-factors,

as explained in section 2.3.3. Since the resolution of the RBS measurements

is comparable with the resolution obtained by STEM/EDX, the alignment

of the two set of data for the calibration can be easily obtained by aligning

the As concentration peaks.

To show the applicability of the proposed measurement technique to nano-

devices, a FinFET test structure, with a channel width of 35 nm and a

height of 100 nm has been used (see Figure 1(b)). In this specimen an As

plasma implant followed by a high temperature thermal annealing (higher

than 900°C) have been used to obtain a conformal distribution (Vandervorst

et al., 2014) of the doping profile in the source and drain regions of the device.

2.2 Specimen preparation and TEM observations

TEM observations have been performed on cross sectional lamellas fabricated

using a FEI Helios 600i dual beam focused ion beam (FIB) (Ke et al., 2009).

A lift-out procedure has been used to transfer the specimen on a supporting

copper grid. A platinum layer has been deposited onto the wafer surface

before the creation of the lamella to minimize curtaining effects. To avoid

any kind of ionic damage near the surface, platinum deposition has been car-

ried out in two consecutive steps by using electron beam-induced deposition

followed by ion beam-induced deposition. There are several advantages in
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using FIB specimen preparations for EDX analysis. As discussed in the in-

troduction, the use of a lamella reduces the emission of secondary X-rays by

fluorescence and the backscattering in comparison with specimens prepared

by other techniques like mechanical grinding followed by ion thinning (see

figure 2). Moreover, the use of FIB guarantees that the specimen thickness

is constant all over the observation region, located near to the capping Pt

layers. Finally, FIB preparation has been used in the case of the FinFET

structure to select a precise specimen region such as the implanted regions

shown in figure 1. Electron energy loss spectroscopy (Malis et al., 1988) has

been used to estimate the value and uniformity of the specimen thickness.

For the three specimens a value of 150 nm with negligible variations in the

observation region has been obtained.

Figure 2: Schematic illustration of the influence of the specimen geometry on
EDX artifacts (secondary X-rays created by fluorescence and backscattered
electrons) in specimens prepared using: a) FIB. b) mechanical thinning.

The STEM/EDX measurements have been carried out using a JEOL

ARM cold FEG microscope equipped with a probe spherical aberration cor-

rector. For the EDX measurements, a CENTURIO-X detector with a take-off

angle of 24.3 degrees and a collection angle of 0.98 steradians has been used.
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In order to exploit the 1D geometry of the observed samples the specimens

have been oriented as in Figure 3. The reason of this choice is that, if we

consider the detector size as negligible, the X-rays reach the detector passing

through a slice of homogeneous density.

Figure 3: Schematic illustration of the detector position and of X-ray path,
when the detector is placed on a plane perpendicular to the variation direc-
tion of the doping profile.

2D STEM/EDX maps of the observed region have been used to measure

the dopant profile in the x direction. First of all an EDX spectrum has been

acquired for each pixel of the 2D map. Then the JEOL Analysis Station

program1 has been used to subtract the Bremsstrahlung background noise

pixel by pixel and to calculate the integrated intensities of the characteristic

peaks for the various elements in order to obtain 2D intensity maps. The uni-
1See the website https://www.jeol.co.jp/en/products/detail/JED-2300_2300F.html

for more information
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dimensional intensity profiles have then been obtained from the 2D intensity

maps by lateral integration in the y direction (see figure 3). Observations

have been carried out for all observed specimens in the same experimental

conditions. The FIB lamella was placed on the side of the central finger

of a three post Omniprobe lift-out grid2. A JEOL analytical double tilt

holder with material removed on the detector side, designed to minimize

penumbra effects, was used. The z position of the holder was adjusted in

order to have the specimen at eucentric eight and a tilt angle of 10° around

the holder axis (α-tilt, see figure 3) has been used in order to further minimize

penumbra effects. In the particular case of 1D objects, this does not induce

any deformation of the concentration profile.

2.3 Quantification Method

As already mentioned, for the quantification of the specimen composition we

have used an approach based on Cliff-Lorimer factors. Data treatment has

been carried out using the scientific programming language GNU Octave3.

The starting point for our quantification method is the Cliff and Lorimer

equation giving the mass fractions of a specific element i (Williams & Carter,

2009):

fMi =
ki:Fi,Fi0

Ii:Fi∑NA

j=1 kj:Fj ,Fi0
Ij:Fj

(1)

where NA is the total number of elements in the sample fMi is the mass

fraction of the ith element and Ii:Fi
is the intensity of the characteristic peak

associated to the Fi family and ki:Fi,Fi0
is the k-factors relative to the element

2See for example http://www.agarscientific.com/fib/grids-for-fib/3-post-lift-out-grids
3See the website https://www.gnu.org/software/octave/ for more information
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i and a common reference element i0 that, by definition, has a unitary k-factor

(ki0:Fi0
,Fi0

= 1).

The total intensity Ii:Fi
of the family Fi for a specific element is obtained

by adding the intensities Ii:Fi,k of the NFi
lines (Kα, Kβ...) belonging to

the family chosen for the element i. Each specific line of the family is associ-

ated to an energy Ei:Fi,k. While mass fractions are easily obtained by EDX,

atomic concentrations (in atoms/cm3) are customary in semiconductor liter-

ature. The following formula can be used to convert mass fractions to atomic

fractions fAi or concentrations cAi :

fAi =
fMi /mi∑
j f

M
j /mj

, cAi =
ρMfMi
mi

NAV (2)

where ρM is the mass density of the specimen, mi is the atomic mass of

the i element and NAV = 6, 02214076 · 1023mol−1 is the Avogadro number.

2.3.1 Iterative absorption calculation

In a homogeneous material of constant thickness, the peak intensity I∗(E)

after self-absorption of X-rays of energy E and initial intensity I(E) can be

calculated as follows (Williams & Carter, 2009) :

I∗ (E) =
1− e−µ(E)ρM t/ sin(α)

µ(E)ρM t/ sin (α)
I (E) = T · I (E) (3)

where µ(E) is the mass absorption coefficient of the material, t is the

material thickness, ρM is its mass denisty, α is the take-off angle which is

equal to 34.3° in our case. In the previous formula we have also defined the
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transmission factor T to simplify further notation. For an alloy, µ(E) ((Eibl,

1993)) must be calculated as follows:

µ
(
E,
{
fMi
})

=

NAT∑
i=1

µi (E) fMi (4)

where µi(E) is the mass absorption coefficient associated to the ith atom.

In this work the value of µi(E) for the various elements has been calculated

using the EPQ library implementation of the model proposed in (Heinrich,

1986). For that, the Java interface features of Octave have been used to

access the EPQ library routines.

As already observed, equation 3 can only be used for homogeneous spec-

imens of constant thickness. In our case both conditions hold because of

the choice of the specimen orientation (see figure 3) and of the FIB spec-

imen preparation (section 2.1) used in this work. Equation 3 can be used

to implement an iterative approach provided that the relation between the

local density and the local composition (expressed in the form ρM
({
fMi
})

)

is known. This is the approach used in this paper and various models that

can be used to evaluate ρM are discussed in section 2.3.2). In this case the

transmission factor is a function of the energy and the mass fractions and

can be written as T (E,
{
fMi
}

).

For the iterative procedure the initial mass fractions
{
fMi
}

0
are calculated

from the measured intensities by neglecting absorption and are used as a

starting point. For each iteration the transmission factor is calculated using

the set of mass fractions
{
fMi
}
n
obtained in the previous iteration. For a

peak located at an enrgy E this can be written:
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[T (E)]n = T (E,
{[
fMi
]
n−1

}
(5)

At each iteration the value of the absorption corrected intensities is cal-

culated as follows [I(E)]n = I∗E/ [T (E)]n and the corresponding absorption

corrected mass fractions are evaluated from the corrected intensities using

equation 1.

This same technique is applied at each position x of the profile and for

each intensity line of the selected peak families. At the end of the iterations

the absorption corrected mass fractions f̃Mi (x) are obtained . The stopping

criterion is that the relative variation of the mass fractions between two

subsequent iterations is below a tolerance ε that can be chosen by the user(∣∣∣(fMi )n − (fMi )n−1

∣∣∣ / (fMi )n < ε
)
.

2.3.2 Mass density calculation

For a given material, the application of the iterative procedure requires to

establish the appropriate relation between the specimen local mass density

ρM (x), and the local elements mass fractions fMi (x). In this section two

formulas will be derived for the amorphous SiAs alloy (a-SiAs) used for the

calibration and for the As implanted crystalline silicon (c-SiAs) composing

the FinFET test structure.

To derive the formula for a-SiAs, it must be noted that the covalent

radii for silicon and arsenic have a close value, RSi = (111 ± 2)pm and

RAs = (119 ± 4)pm, while the value of their atomic masses greatly differs

(mSi = 28.0855 g · mol−1 and mAs = 74.9216 g · mol−1). Hence, a possible
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approximation to evaluate the density consists in neglecting the difference

in atomic radius, so that the mass density can be easily calculated starting

from the mass density of amorphous Si and evaluating the mass difference

obtained when an As atom replaces a Si atom. If we define the local atomic

fractions for the two elements fAAs(x) and fASi(x) and we take into account

that for a binary alloy we have fASi(x) = 1− fAAs(x) we can write:

ρMSiAs (x) = ρMa−Si

[
1 +

(
mAs

mSi

− 1

)
fAAs(x)

]
(6)

Where ρMa−Si = 2.285 g ·cm−3 is the amorphous Si mass density(Custer et al.,

1994). This equation is a function of the As atomic fraction but it can be

easily expressed as a function of the mass fractions using equation 2:

ρMa−SiAs = ρMa−Si

[
1 +

(mAs −mSi) f
M
As(x)

mAs − (mAs −mSi) fMAs(x)

]
(7)

We will refer to this approximation in the following as the “same radius

approximation”. The problem of this approach is that it overestimates the

mass density of a-SiAs for high arsenic concentrations as shown in figure 4.

A better approximation can be obtained by using a formula that has been

originally derived for solids that do not present any kind of ordering (also

known as ideal amorphous solids (IAS)) Stachurski (2015):

ρMa−SiAs = ρMa−Asf
V
As + ρMa−Sif

V
Si (8)

where ρMSi and ρMAs are the mass densities of amorphous Si and amorphous

As respectively while fV
As and fVSi are the volume fractions of the two elements.

14



Figure 4: Mass density a function of the As mass fraction calculated with
two different approximations. The experimentally determined value of the
mass density ρMAs of amorphous arsenic is shown in the plot.

We will refer to this approximation in the following as the “amorphous solid

approximation”. The main hypothesis behind the derivation of this formula

is that the volume occupied by an atom of each element does not depend on

the alloy concentration. A direct consequence of this hypothesis is that the

structure around an individual atom must not depend on the alloy concen-

tration.

The atomic arrangement in amorphous As and amorphous Si is very sim-

ilar. This can be shown by evaluating the ratio s = V S/V A between the

atomic volume V A and the atom size V S. The volume V A is by definition

the inverse of the atomic density ρA = ρM/m of the material while the atom

size can be calculated by using a spherical approximation (V S = 4/3 πr3)

15



and the covalent radius r. The values of s for amorphous silicon and amor-

phous arsenic can be calculated by using the value of a-As and a-Si densities

reported in literature (ρMa−As = 4.7 g/cm3 , see (Greaves et al., 1979)). The

obtained values (sSi = 0.28 ,sAs = 0.26 ) are close, confirming that the

packing of the two structures is almost the same. It can then be assumed

that the volume occupied by Si and As atoms is almost the same in SiAs

for any concentration value which is precisely the assumption used to derive

equation 8. Using the same reasoning it can be shown that the "amorphous

solid approximation" also holds for pseudomorphic alloys such as SiGe. For

this kind of structures the crystalline structure of pure and binary alloys are

exactly the same (for example crystalline Si, Ge and SiGe all have a diamond

structure). Moreover the variation of the lattice parameter with concentra-

tion is on the order of some percent. It can then again be assumed that

the atomic volume does not vary with the alloy concentration and equation

8 can be used. This example is particularly important since in the case of

SiGe the validity of equation 8 can be proved by a direct calculation of the

alloy density based on the alloy crystal structure and Vegard’s law, which is

an excellent approximation of the lattice parameter for SiGe alloys (Kasper

et al., 1995).

The volume fractions used in equation 8 can be expressed as a function

of the mass fractions as follows:

fVi =
fMi
ρMi

/
∑
j

fMj
ρMj

(9)

16



Then we finally obtain the equation relating the alloy mass density to the

mass fractions measured by EDX:

ρMa−SiAs =

(
fM
As

ρMa−As
+

fM
Si

ρMa−Si

)−1

(10)

The density function obtained using the “amorphous solid approximation”

is shown in figure 4. It can be observed that this approximation gives bet-

ter results for high arsenic concentrations while the two approximations are

almost equivalent for low As concentrations (see figure 4). Equation 10 has

been used to quantify As doping in a-SiAs.

Finally it is important to note that the “same radius approximation” can

be used for low doped crystalline Si since in the case the alloy consists in a

almost unperturbed Si lattice where some Si atoms are replaced by As atoms.

In this case the expression of the density is given by equation 7 where ρMa−Si

is replaced by the density of crystalline Si ρMc−Si = 2.32 g/cm3 (Stachurski,

2015). This density equation has been used to quantify As doping in the

FinFET test structure.

2.3.3 Model calibration and error estimation

In this section we will discuss the calibration procedure used for the k-factors

and how we have calculated the total error on the composition measurement.

First, for the comparison between EDX rand RBS results, it is necessary to

transform the experimental arsenic atomic density concentrations cAAs/RBS(x)
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measured by RBS into mass fractions. This is the best strategy to use since

in this way the k-factors can be obtained by weighted linear regression.

Equations 2 and 10 can be combined to obtain the value of the arsenic

mass fractions measured by RBS:

fMAs/RBS =
mAsc

A
As/RBS(x)

NAV ρMSi +mAscAAs/RBS(x) (1− ρMSi/ρMAs)
(11)

The value of the k-factors for a specific peak family FAs can then be

obtained by linear regression.

To estimate the error on ∆kAs:FAs
on the calibrated value of kAs:FAs,FSi

we have assumed that the statistical distribution of the measured intensities

follows a Poisson law. In this case the error on the measurement of the

intensity I is given by ∆I(x) =
√
I(x) and the relative error is given by

εI = ∆I
I

= 1√
I
.

The best fit value for kAs:FAs
can be obtained by using a weighted least

squares approach (Wasserman, 2006). This is equivalent to minimize the

expression :

R =
∑
i

1

w(xi)

[
fM
As/RBS(xi)

1− fMAs/RBS(xi)
− kAs:FAs,FSi

ĨAs:FAs
(xi)

ĨSi:FSi
(xi)

]2

(12)

where {xi} is the set of positions where the densities have been experi-

mentally measured. In order to favor the most precise points the weighting

factors w(xi) have been chosen to be equal to the relative experimental error

associated to ĨAs:FAs
(xi)

ĨSi:FSi
(xi)

.
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By using error propagation laws we can then write:

w(xi) =

 1√
ĨAs:FAs

(xi)
+

1√
ĨSi:FSi

(xi)

 . (13)

The best fit value of kAs:FAs
and the associated statistical error ∆kAs:FAs

have

been calculated using the standard formula for parameter error estimation in

weighted least square regression (Wasserman, 2006) and adding the contribu-

tion of the errors on RBS measurements by using error propagation formulas

(Taylor, 1997).

When performing a quantitative measurement, it is important to evaluate

the total measurement error. In our case three kind of errors must be taken

into account:

1. The fore-mentioned statistical errors ∆Ii:Fi
(x) on the measured inten-

sities. The contribution of these errors to the arsenic mass fraction can

be calculated, using standard error propagation techniques, to be

∆I f̃
M
As(x) =

kAs:FAs,FSi
[ISi:FSi

(x)∆IAs:FAs
(x) + ∆ISi:FSi

(x)IAs:FAs
(x)]

[ISi:FSi
(x) + kAs:FAs,FSi

IAs:FAs
(x)]2

(14)

2. The error ∆kAs:FAs,FSi
on the calibrated value of the k-factor. The

contribution of this error on the arsenic mass fraction can be calculated

to be :

∆kf̃
M
As(x) =

IAs:FAs
(x)ISi:FSi

(x)∆kAs:FAs,FSi

[ISi:FSi
(x) + kAs:FAs,FSi

IAs:FAs
(x)]2

(15)

3. The experimental error on the specimen thickness ∆t. In this case
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it is not possible to apply the error propagation formula to evaluate

the error since the dependence of f̃MAs(x) on t is given by the previously

discussed iterative calculation. In this case the contribution to the total

error has been estimated using the following formula

∆tf̃
M
As(x) =

∣∣∣∣[f̃MAs(x)
]
t+∆t
−
[
f̃MAs(x)

]
t−∆t

∣∣∣∣
2

(16)

calculated for a thickness t.

The final error is given by:

∆f̃MAs(x) =

√[
∆I f̃MAs(x)

]2

+
[
∆kf̃MAs(x)

]2

+
[
∆tf̃MAs(x)

]2

(17)

As already discussed, all dopant concentrations have been expressed us-

ing the atomic concentrations cAAs(x). For that we have used equation 2 to

calculate the absorption corrected As distribution c̃AAs(x) from the corrected

intensities f̃AAs(x). The error on c̃AAs(x) for the case of a-SiAs have been cal-

culated using the following formula, that can be derived using equations 10

and 2:

∆c̃AAs(x) = (18)

NAV

mAs

∆f̃M
As(x)

ρ̃Ma−SiAs(x) + f̃M
As(x)

ρ̃Ma−Siη[
1− ηf̃M

As(x)
]2


where η = 1 − ρMa−Si

ρMa−As
and ρ̃Ma−SiAs(x) is the value of the density when

fM
As(x) = f̃M

As(x).
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The same procedure can be applied to obtain the concentration error to

be used in the case of FinFETs. In this case using equation 7 it can be shown

that:

∆c̃AAs(x) = (19)

NAV

mAs

ρ̃Mc−SiAs(x) + ρMc−Si
mAs(mAs −mSi)[

mAs − (mAs −mSi)f̃MAs(x)
]2 f̃

M
As(x)

∆fMAs(x)

where ρ̃Mc−SiAs(x) is the value of the density when fM
As(x) = f̃M

As(x) (see

eq. 7).

3 Results and discussion

In this section we will present the results obtained using the previously de-

scribed improved quantification technique. The discussion will be divided

in two parts. First we will describe the calibration results and then we will

show how we have performed dopant profiling on a FinFET test structure.

3.1 Calibration results

The calibration techniques described in section 2.3.3 have been applied to the

a-SiAs calibration specimens described in section 2.1. Several characteristic

peak families have been used: the K peaks for silicon, and either the K or

the L peaks for arsenic. The absorption correction procedure described in

section 2.3.1 has been used to calculate the absorption corrected intensities
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ĨSi:K , ĨAs:K and ĨAs:L. Then linear regression techniques have been used to

calculate the value and corresponding uncertainty of:

• the k-factor KAs,Si:K,K = kAs:K,K associated to the K family of peaks

of arsenic when the K family of peaks of silicon is used as reference

• the k-factor KAs,Si:L,K = kAs:L,K associated to the L family of peaks of

arsenic when the K family of peaks of silicon is used as reference

In order to minimize the error on the k-factors we have carried out the

calibration on the specimen with a 10% atomic As peak concentration. The

reason of this choice can be easily understood by observing that under the

fore-mentioned hypothesis that the X-ray count has a Poisson distribution

the relative error is minimized for higher peak intensities. This implies a

lower variance on the intensity values and a lower error on the best-fit values

of the k-factors.

The comparison between the results obtained by RBS and the doping

concentration measured by EDX before and after calibration of the k-factors

are reported in figure 5 .

This has allowed us to obtain the following best fit coefficients for the

microscope used in this experiment: KAs,Si:K,K = 2.2 ± 0.1 , KAs,Si:L,K =

1.9± 0.1.

The convergence of the iterative algorithm has also been checked by in-

specting the modification of the measured concentration after several itera-

tions (see figure 6). In our case the tolerance ε has been chosen to be equal

to 1%, to be sure that the error related to the iterative calculation was lower

than the experimental error.
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Figure 5: Plot of the measures As concentration c̃AAs(x) before (a) and af-
ter (b) calibration of the k-factors. In both insets the values obtained by
using the AsK and AsL peaks are reported and compared with the values
obtained by RBS. The standard values of the k-factors provided by the EDX
analysis is used in (a) while the calibrated k-factors are used in (b). The
absorption correction procedure described in this paper has been applied to
all the profiles obtained by EDX.

It is clear from the figure that the region that is most affected by absorp-

tion effects is the peak region, and that the algorithm converges after one

iteration. This can be explained by the fact that in thin specimens, such as

those observed by TEM, the absorption effect is small enough to be corrected

by just one iteration.

In order to check the validity of our procedure and the applicability of

these coefficients to arsenic distributions with lower concentrations, we have

used the previously obtained values of the k-factors to measure the doping

concentration in the specimen with a 2% atomic As peak concentration. The

results are shown in figure 7 where the experimental errors on the EDX

measurements are also reported.

First of all it must be observed that the experimental error is larger for

higher concentrations. This is due to the hypothesis that X-ray intensities
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Figure 6: Absorption corrected concentrations obtained after a variable num-
ber of iterations. In (a) the full profile is shown while in (b) a zoom on the
high density region is displayed. The profiles corresponding to iterations 2
to 10 are superimposed and a single curve is visible.

follow a Poisson distribution. This implies that the absolute error on the

measured intensity increases with the intensity while the relative error de-

creases. The error on doping concentration follows the same trend since it

directly depends on the error on the measured intensity. This means that,

in the doping distribution peak, the measured value of doping concentra-

tion is more precise (i.e. has a lower relative error) than the values in the

distribution tail, even if larger error bars appear in the graph.

Figure 7 clearly shows that the results obtained using the K peaks of

arsenic are more accurate than those obtained using the L peaks. This is still

more evident for low concentrations (i.e. in the rightmost tail of the doping

profile). In the peak region there is a larger discrepancy between the AsK

and RBS data that can be explained by noting that, as already discussed,

the measured intensities in the peak region are affected by a larger absolute

statistical variation.

The origin of this discrepancy arises from the lack of precision on the
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Figure 7: Plot of the measured As concentration c̃AAs(x) using (a) K peaks
for Si and As and (b) K peak for Si and L peaks for As. In both cases the
obtained values are compared with the values obtained by RBS.

measured intensity of the L peaks of arsenic. This is due to the position of

the L peaks, located in the low energy region of the spectrum. In this region,

the subtraction of the Bremsstrahlung noise is more difficult since the noise

is higher and there are neighboring peaks associated to oxygen and carbon

(Williams & Carter, 2009). Another advantage of K peaks with respect to L

peaks is that they are less affected by absorption effects (Williams & Carter,

2009) even if caution must be paid to use these peaks when the observed

specimens are thinned bulk specimens (MacLaren et al., 2007) and not FIB

lamella as in our specific case .

For low As concentrations, such as those we are measuring this kind of

problem becomes critical since the Bremsstrahlung and peak intensities can

be of the same order of magnitude. This means that a small error in the the

background noise interpolation has a strong impact on the measurement of

As concentration. We have thus decided to use the arsenicK peaks for all the

measurements reported in the following. This choice can also be supported
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by the fact that K-peaks are less affected by absorption

3.2 Doping profile in a nano-device

To check the applicability of our method to real nanodevices we have carried

out some measurements on the FinFET test structure described in section

2.1. For that an EDX hyper-map has been acquired. Some intensity maps

and profiles extracted from the hyper-map are shown in figure 8.

Figure 8: Bright field STEM images(a) and EDX intensity maps (b-c) ob-
tained on a FinFET device. The K peaks have been used both for oxygen
and arsenic to obtain the peak intensity maps shown in (b) and (c) from
the EDX hyper-map. Intensity profiles obtained using a laterally averaged
line-scan are superimposed to maps ((b) and (c)). The direction and position
for the line-scan as well as the lateral integration width are shown in figure
(a), (b) and (c).

In order to be able to apply the same measurement geometry illustrated

in section 2.3 and in figure 3 we have decided to study the distribution of

one of the vertical walls of the FinFET structure and the specimen has been

specifically oriented for the acquisition as in figure 9(a). The quantification

method described in the previous section has then been applied to the silicon

and arsenic K peaks profiles. The final result is shown in figure 9(b) where

the doping profile on the lateral wall and the corresponding errors are shown.
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For density calculation, the formula of equation 7 has been used. It has to

be noted, that, strictly speaking, this formula is not rigorously applicable in

the peak regions, where density exceeds arsenic solid solubility in crystalline

silicon (Pichler, 2004). In this regions a large fraction of the As atoms are

not located in substitutional positions but they form, instead, different kind

of electrically inactive clusters. At the high annealing temperature used

in this work As atoms form two preferential types of clusters (see again

(Pichler, 2004)): As4 clusters consisting of 4 As atoms placed in the four

inner position of a diamond structure, and As2V clusters consisting in 2

substitutional As atoms coupled with a Si vacancy. From the point of view

of density calculations there is a negligible difference between subsitutional

As atoms and the preferential clusters and equation 7 can still be used to

describe the density in the peak region.

Figure 9: (a) Schematic image illustrating the geometry used to obtain the
doping profile and (b) doping profile with experimental error obtained by
applying the quantification method.

The results clearly show that a doping profile on a nanodevice can be
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obtained with this technique and that the obtained experimental error is low

enough to be able to appreciate the concentration variations in the profile.

Finally it is interesting, in the context of doping profile measurement

by STEM/EDX to try to understand what is the detection limit for arsenic

concentration in a nano-device. To estimate the lowest measurable arsenic

concentration we have used a simple approach based on the experimental

results. It is easy to understand that a density measurement cannot be

distinguished by zero if zero is included in the confidence interval (i.e. it is

between c−∆c and c+ ∆c). The obtained result obviously depends on the

chosen confidence level (Taylor, 1997)(a Student coefficient equal to 1 has

been chosen in this paper). The analysis of the profiles shown in figure 9

clearly shows that doping concentration is always above the concentration

limit. The concentration limit can be obtained from the calibration data

shown in 7(a) and can be estimated to be 7.7 1019cm−3.

This is not an absolute estimation: the value of the detection limit clearly

depends on the measured doping peaks intensity since the error on the inten-

sity (see equation 14 and 15) can be improved by increasing the hyper-map

exposition times. The formulas given in this paper can be used to calculate

the error associated to a specific set of measured intensities but it is impos-

sible to deduce a theoretical lowest limit since the maximum exposition time

depends on many experimental factors such as the stability of the specimen

to drift and its resistance to electron irradiation. Moreover this estimation

neglects the influence of counting artifacts (such as those arising from sec-

ondary fluorescence in the specimen holder or microscope apertures) that we
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have checked to be absent in our case but could not be negligible in general.

Yet a target intensity value can be estimated. To give an example of

this procedure, we have estimated the exposition times needed to obtain a

given detection limit using the specific parameters of our experimental setup.

More specifically we have used the values of the count per seconds measured

in our setup to calculate the time needed to obtain different values of the

detection limit. For the calculations we have supposed that the value of the

counts-per-seconds does not change with time. The intensity rate measured

in our setup amounts to 600 cps, corresponding to the total average count

rate of X-rays belonging to the K peaks of Si and As. The obtained detection

limit variation with measuring time are shown in table 1.

As density detection limit Measuring time (live time)
1 1019cm−3 51 minutes
5 1018cm−3 1 h and 43 minutes
1 1018cm−3 8 hours and 55 minutes

Table 1: Estimated measuring time (live time) needed to obtain higher de-
tection limits for a 600 cps count rate.

It can clearly be observed that in our case it is difficult to considerably

improve the detection limit just by increasing the measuring times, since the

presence of specimen drift, beam damage and current instability (in our case

a cold Field Emission Gun gun is used) limit the measuring time to a few

tens of minutes.

There is another possible way to improve the detection limit. To improve

background removal, bremsstrahlung subtraction can be applied on cumula-

tive spectra instead of pixel by pixel on the STEM/EDX map (as described

in section 2.2). This can be done by creating a cumulative spectrum for each
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point of the 1D profile by integration in the y direction or by directly acquir-

ing cumulative spectra on a 1D profile . Unluckily we were unable to test

this approach due to limitations of the EDX acquisition,/analysis software

we have used.

There is another possible way to improve the detection limit. Due to

the limitations of the software we have used for peak integration we have

been forced to apply background substract on the spectrum collected at each

individual position of the STEM/EDX map (as described in section 2.2).

The precision of the background subtraction can, in principle, be improved

by working on a cumulative spectrum, created for each point of the 1D profile

by integrating in the y direction. This possibility should be exploited when

using a system capable to perform lateral integration of the spectra in a EDX

map or of the direct acquisition of cumulative spectra on a 1D profile.

Conclusions

In this paper we present an improved methodology to obtain dopant profile

in nanodevices. With the proposed quantification method, absorption effects

can be accounted for in a rigorous way and without using in-situ beam cur-

rent measurement. For that an algorithm for the self-consistent calculation

of absorption effects has been proposed and the relations between the local

density and the local composition of the specimen has been established using

a physical model. To calibrate the model parameters, EDX and RBS results

have been compared in two different specimens. The k-factors for As in Si

and the associated error have been measured using linear regression tech-
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niques. The results show that a reliable calibration can be obtained by using

the intensities of the silicon K and arsenic K peak families. The error on

the measured doping concentration has also been estimated combining the

different sources of experimental error using error propagation techniques.

Using the proposed approach a doping profile has been obtained on a Fin-

FET test structure with a spatial resolution on the nanometer range and a

resolution limit lower than 1%. Finally the detection limit for dopant con-

centration has been evaluated and the exposition times needed to improve it

have been calculated using the measured count rates. It is evident from this

estimation that, due to instabilities of the experimental setup, the resolution

limit cannot be drastically improved by just increasing the measuring time.
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