N
N

N

HAL

open science

Quadratic separation for feedback connection of an
uncertain matrix and an implicit linear transformation

Dimitri Peaucelle, Denis Arzelier, Didier Henrion, Frédéric Gouaisbaut

» To cite this version:

Dimitri Peaucelle, Denis Arzelier, Didier Henrion, Frédéric Gouaisbaut.
feedback connection of an uncertain matrix and an implicit linear transformation. Automatica, 2007,

43 (5), pp.795-804. 10.1016/j.automatica.2006.11.005 . hal-03311077

HAL Id: hal-03311077
https://laas.hal.science/hal-03311077
Submitted on 30 Jul 2021

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépot et a la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche francais ou étrangers, des laboratoires
publics ou privés.

Quadratic separation for


https://laas.hal.science/hal-03311077
https://hal.archives-ouvertes.fr

Quadratic separation for feedback connection of an
uncertain matrix and an implicit linear
transformation *

Dimitri Peaucelle ! Denis Arzelier ! Didier Henrion 12

Frédéric Gouaisbaut !

Abstract

Topological separation is investigated in the case of an uncertain time-invariant matrix in-
terconnected with an implicit linear transformation. A quadratic separator independent of
the uncertainty is shown to prove losslessly the closed-loop well-posedness. Several ap-
plications for LTI descriptor system analysis are then given. First, some known results for
stability and pole location of descriptor systems are demonstrated in a new way. Second,
contributions to robust stability analysis and time-delay systems stability analysis are ex-
posed. These prove to be new even when compared to results for usual LTI systems (not in
descriptor form). All results are formulated as linear matrix inequalities (LMIs).

1 Introduction

Well-posedness of feedback systems provides a fertile framework for stability anal-
ysis of non-linear and uncertain systems. An associated fundamental concept is
topological separation [26]. It states that internal signals of a multivariable feed-
back connection of two systems F' and GG are unique and bounded under external
disturbances if and only if the graph of F' is topologically separated from the in-
verse graph of G. While finding such topological separator is tricky in general, for
several choices of systems F' and G there exist, sometimes lossless [22], tractable
techniques. Among these, major results for robust stability analysis are given in
[13] and references therein. The purpose of the present paper is to extend these and
show how they apply on some significant analysis problems.

* Expanded and corrected version of a conference paper presented at the IFAC World
Congress 2005 in Prague.
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It is to be noted that the general framework of topological separation as introduced
by Safonov [26] considers implicit systems. In this paper we investigate a special
case of feedback connections where the first system F' is a given implicit finite-
dimentional linear transformation, £z = Aw , and the second system G is a com-
plex valued uncertain matrix gain, w = Vz , V € V . No assumption is made on
the set of possible uncertainties V. The central result to which is dedicated section
2 proves that well-posedness of such systems is losslessly assessed by a quadratic
separator (the topological separator is a quadratic functional of z and w) indepen-
dent of the uncertainty V.

The result is a generalisation of Corollary 1 in [13] to implicit linear transforma-
tions and therefore generalizes the robust analysis results of [13] to descriptor sys-
tems. Closely related results for usual LTI systems are full-block S-procedure The-
orem 1 in [27] and IQC Theorem 1 in [21]. Even closer results that consider special
cases of implicit systems are: well-posedness Lemma 4 in [15] and KYP lemma
for implicit systems Theorem 3 in [14]. As in all these papers, the main task is to
demonstrate that there exists a quadratic separator and give (possibly conservative)
LMI conditions in accordance with known data on the uncertainty set. The central
contribution of the present manuscript extends previous results for the case of non-
square implicit systems in a unified framework. As a by-product of the generality of
the implicit transformation formulation one gets many corollaries for stability anal-
ysis of dynamic systems. Combined with redundant system modeling as in [6,7], it
conducts to results that are totally new, even for usual (non singular) LTI systems.

After stating the central result in section 2, the remaining of the paper is dedicated
to corollaries of the central result:

e In section 3 we illustrate how previously obtained stability analysis conditions
for descriptor systems are related to topological separation. First we show that
stability of K& = Ax is equivalent to well-posedness of a feedback connection
of V = s7'1 and s7! € C™, the closed right half-plane, with an implicit linear
transformation. Quadratic separation with respect to this uncertainty set proves
to be related to the existence of a quadratic Lyapunov certificate. Extensions to
discrete-time system stability as well as to pole location analysis are also given
and compared with [19,12,11].

e In section 4 of the paper, corollaries for robust stability of descriptor systems are
derived. More general than the framework by [17] and [32], the contribution con-
siders rationally dependent models where uncertainties enter on both the A and
the £ matrices. To our knowledge these results are totally new. They allow to test
stability of systems with structured uncertainty entering in a very general mod-
eling naturally produced when manipulating Linear Fractional Transform (LFT)
models as attested in [10,23]. But the contribution is more significant than an
extension to descriptor systems of previous results. Tests with various degrees of
conservatism are given that involve either constant or parameter-dependent Lya-
punov functions. The sequence of recursively derived corollaries is an original
contribution even when compared to similar results for usual LTI systems such
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Figure 1. Feedback system

as [15,2].

e Finally, section 5 is devoted to stability analysis of descriptor time-delay systems.
Both delay-independent and delay-dependent results are derived. In the former
case the results are a generalization of those in [1] to descriptor systems. In the
latter case, results not only encompass all existing LMI formulas as proved in
[8], but extend these by proposing new tests with reduced conservatism. As for
all corollaries of the other sections, the delay-dependent results are tested on a
numerical example. Conservatism reduction is shown to be significant without
increasing drastically the numerical burden.

Notations: R™*™ and C"*" are the sets of m-by-n real and complex matrices re-
spectively. AT is the transpose of the matrix A and A* is its transpose conjugate.
A% is a full rank matrix whose columns span the null-space of A. Define as well A°
as a full rank matrix whose columns span the same space as the columns of A. If

A= U, U, |diag(S,0) [‘/1 V, | 1is the singular value decomposition with .S’ con-
taining all non zero singular values, then one can choose A+ = 1, and A° = U,. In
addition, define A® = A*° (or AT° if real-valued) which is such that the columns of

At A®] span C™ (assuming A € C™*™).1 and 0 are respectively the identity and

the zero matrices of appropriate dimensions. For Hermitian matrices, A > (>)B
means that A — B is positive (semi) definite.

2  Well-posedness condition

Consider two possibly non-square finite dimensional matrices £ and A. Let an
uncertain matrix V with appropriate dimensions that belongs to some set V. No
assumption is made on the uncertainty set V at this stage.

The feedback system of Figure 1 is said to be well-posed if for all uncertainties
and all bounded input vectors, the internal vectors characterizing the system are
unique and bounded. More specifically, consider the decomposition of z and Z in

the [5i é,’@} basis, i.e. z = £ty +EPy and z = £+, +EPy. With these notations,

the feedback connected system writes

W— W = VSLyl +V€®y
EE®(y —9) — Aw=0.

)

As V may be rank-deficient, the vector y; may be non-unique and unbounded, at



least for some values of V. The vector y; is therefore not an internal variable of
the system but rather a perturbation, possibly unbounded. The definition of well-
posedness of the feedback connected system is therefore based on proving that for
all uncertainties V € V, all vectors y; and all bounded inputs w and g, the inter-
nal variables w and y are unique and bounded. Since only linear transformations
enter the feedback system, w and z are necessarily unique if we can prove they are
bounded. Well-posedness writes as

V(1w0, 2, w @
S <5 . @)
vV eV Y U

Note that (1) implies
(E — AV)E®y = E®5 + AVE Yy, + Aw .

Well-posedness of the system states that for all admissible V € V, the null space
of (€ — AV)E® is empty (the matrix is non-singular if square) and one gets ((€ —
AV)E®)AVEL = 0 since y is unique for all y;.

Theorem 1 The uncertain feedback system of Figure 1 is well-posed if and only if

there exists a Hermitian matrix © = O satisfying both conditions

€L

ceo —AF*@ g2 —a] >0 3)

*

0 1 o 0 1
VEL VE® VEL VES®
If £ and A are real, the equivalence still holds with © restricted to be real.

<0, VWeV. 4)

Before getting into the details of the proof, note that the conditions of Theorem 1
have a much simpler expression in case &£ is full column rank (which is common
for many systems). In that case, £% = 1 and £+ is an empty matrix (zero number
of columns), the inequalities (3) and (4) write as

*

1 * 1 1 1
[E—A @[E—A >0, S <0
\Y \Y%
1 *
In addition if £ = 1 then one can choose [5‘ - _A} = { A* 1} which leads

exactly to the well-posedness conditions of [13].

Proof of sufficiency: Assume (3) holds. It implies the existence of some positive
scalar e such that

1 1

>0.

(© —el) [5569 —A

[5569 -A



€1

By definition of [5(‘:@ —A| and assuming (4) holds, one gets for all vectors that

satisfy (1)

Combining both inequalities, results in a quadratic constraint on the vector X =

* el T;
(w* y*|w* gj*) such as X* ! X < 0. Take any € such thate > € > 0
T T
) ~ €l 0 el Ty
and take a sufficiently large ¥ > 0 such that < to finally get
0 —31 T T
€l . .
* X < 0 which is the well-posedness condition (2). |
0 —v1

Proof of necessity: Assume the system in Figure 1 is well-posed and equivalently
that (1) is well-posed. First, note that if inequality (2) holds for 7 it also holds for
all v > #4. Define

1 wveell o |ver] =T |0-10
- ’ 0 0 0

A —EE®|0EE®| O

Well-posedness of (1) implies that, for all v > 7 and for all V € V, if the equality
constraint MY = 0 holds, then the quadratic constraint Y*=Y < 0 also holds.
Due to Finsler’s lemma [29], it is equivalent to

MY=EME <0, (5)

i *
Partition | £€® —A| = [ N;i N3 | such that EE®N, = AN,. Moreover, define

R = N{N; + N;Ns and (Q = 7R — NjN,. Since EE® is full rank, N, is also
full rank and one can choose v sufficiently large such that ) > 0. Take M1* =




0 0|—-&HV* 0 |1
0 1/—&®V* 1 |0],theinequality (5) then writes as
N; 0| Ny —Ny|0

_AELVIVEL  yElvrvE® NELVEN,
—AEBNVIVEL 1 — 41 — yED'VIVE® ~EF*V*Ny + N, | <0.
YNIVE®  YNIVE® 4 yN* —Q

Applying a Schur complement argument on the block —(@), one gets inequality (4)
where

1=yl +9*NQ7'Ny  4*NiQ™ N3
Y2 N,Q N} 14+ 2 NoQ N3

O =

This matrix is real if £ and A are real. Let us prove now that (3) also holds.

1L * 1

o [5569 “A|" = NiN, - YR+ 2R(YR — N;Ny)"'R

[58@) -A

Recall the matrix inversion lemma (a +bed) ™' = a™!' —a~ (¢ +da™'b) " 'da™".
Apply this result a first time to (YR — NjNo) ™! to get

1% 1

[se@ A = NiNy + Nj(1 = Ny(yR)'Ng) ™' Ny

o [55@ .y

and a second time to (1 — No(vR)™'N3)~! to conclude

1 *

©

1
= NNy + N3(1+ No(yR — N3 Ny) "' N§) Ny

[&S'@ -A EE® —A

= R+ NjN,Q 'N;Ny >0 .

Both inequalities (3) and (4) hold for any + sufficiently large to ensure ¢ > 0. W

Remark that the heart of the proof relies on the use of Finsler’s lemma. As in [3,4]
this is the key tool that enables to deal with implicit linear transformation con-
straints.



3 Stability of descriptor systems
3.1 Continuous-time descriptor systems

A linear descriptor system characterised by the state-space equation Kz = Ax fits
the feedback system framework of Figure 1 if one considers

2=, w=x, E=FE, A=A, V=s11,6 steCt.
The inverse Laplace operator s~' is constrained to the closed right hand-side of
the complex plane and hence well-posedness proves the that there are no poles
with non-negative real part. For this set of ’uncertainties”, a choice of quadratic
separator is given in the following corollary.

Corollary 2 The descriptor system Ex = Ax is admissible, i.e. regular, stable
and impulse free [19], if and only if the following LMI conditions hold

E®TPE® >0 , E¥TPEt =0, E*TPEt <0 (6)
1T 0 E®Tp 1
{EE@B —A {EE@B —A| <0. @)
PE® 0

Proof : One way to prove Corollary 2 is to show how this result is related to the
LMI conditions of [19]

ET'XT=XE>0, ATXT+XA<0. (8)

For an admissible descriptor system there exist two non singular matrices V' and U
such that

10 A 0
VEU = , VAU = . 9)
00 01
Based on this factorisation take
1 0 1 A
E®=U ., Et=U ’ [EE@B_A = !
0 1 E®

and P = XV ~1U~!. With these notations after simple manipulations one gets that

1
grxr _ e | ESPES ESTPEL
0 0



The two first conditions of (6) are therefore equivalent to X £ = ET XT > 0. Next,
assuming E®T PE+ = 0, one gets

(70
0 2E'TPEL

ATXT + xA=UT Ut

which concludes the proof. [

Remark that conditions of Corollary 2 imply to solve a smaller LMI problem in
terms of number of variables and size of the constraints. This can prove more effi-
cient for large scale problems. On the other hand, the constraints (8) may be useful
when dealing with design problems [19], it is not the case for the proposed result.

Remark also that the matrix P in Corollary 2 defines a quadratic Lyapunov function
V(x) = 27 Px such that V(x) > 0 for all = in the image of E®, while V(z) < 0

for all (z, z) in the null space of | EE® — A ]

1 1
As an example, consider as in [20] the scalar ’switch’ system T = x. If

0 o
d # 0 the system is "turned off” and resumes to z(t) = 0, it is stable. Otherwise the
system is unstable, = = .

i
L 1-1] . )
= 1s an empty matrix
0—o
(zero number of columns). The LMI conditions of Corollary 2 are summarized by

the existence of a scalar p > 0. Take for example p = 1, the stability is proved.
I

1 1 -1 1
Now what happens when 6 = 0? In that case { EE® — A] = =
00 1
and the LMI conditions are p > 0, 2p < 0. They cannot be fulfilled, the system is

unstable.

Assume ¢ # 0 then E® = 1 and [EE® —A

3.2 Discrete-time descriptor systems

The discrete-time case is very much similar to the continuous-time case. The state-
space representation Fxy,, = Axy is identically modelled as a feedback system in
Figure 1. The unique difference is the uncertainty set V.= s7'1 | [s71 < 1.
Non-conservative separators can be parameterised as

—E®TPE® 0
0o P

@:



with P satisfying (6). Applying Theorem 1, condition (3) with this choice of sep-
arator is a necessary and sufficient LMI condition for the stability of the discrete-
time descriptor system. The result is related to the generalised discrete Lyapunov
inequality of [12] [33, lemma 1] that writes ET XE > ATXA |, ETXE > 0, by
taking P = U~TV-TXV~1U~! where U and V are those defined in (9).

3.3 Pole location

The procedure can be extended to pole location analysis. For example, take regions
of the complex plane described by a scalar quadratic inequality:

D={seC : dy+dys+dss"+dsss" <0}.

Such regions are half-planes, interior of disks or exteriors of disks. The poles of
Ei = Az (i.e. values such that rank(Es — A) drops from its normal value) lie in
D if the feedback system of Figure 1 is well-posed for all s outside the region. Pole
location analysis amounts to testing well-posedness with respect to the following
uncertainty set:

V = { s s disT s T b dys T Fdhs T+ ds >0 } )

Necessary and sufficient LMI condition for pole location analysis are then obtained
applying Theorem 1 with the following separator:

ds E®T PE® d5E®TP
dPE® &P

O —

with P satisfying (6). For many other regions (as well as for unions of regions)
separators can be chosen following the methodology in [11,14]. For intersections
of regions, the procedure consists in proving pole location in each region indepen-
dently.

3.4 Polynomial systems

Consider a polynomial matrix differential equation of degree d defined by x € R”
and Zfzo A;z® = 0, then its stability is equivalent to well-posedness of the system
of Figure 1 with

(A4, 0 -~ 0| [ Agy - A A |
0 -1 0 1 0 0 V=51,
= S A= ,
sleCt
00  —1] 0 10|




In case Ay is full rank, stability and pole location LMI conditions obtained when
applying Theorem 1 to this system are exactly the same as the one proposed in [11].

4 Robust stability of descriptor systems

Consider the following uncertain descriptor system

(Ea+ (BA — Ep)(Ep — DA) ' Ec)i

(10)

where the state-space model matrices are rational functions of the uncertain param-
eters A that are assumed to belong to a set A. Note that this very general modeling
naturally arises from Linear Fractional Transform (LFT) modeling as attested in
[10,23]. Moreover, it can often give minimal LFT formulations which is of major
interest as the numerical complexity of analysis tools grows significantly with the
dimensions of the uncertain operator A.

Model (10) matches the framework of Figure 1 if one considers

/_Jg\ﬂ /_-/AL‘
Ey, E T AB x
A Lip _ (1)
EC ED ZA C D wa
. s711, 0
along with the set V = : s1eCt, Ae A ;. For that type of
0 A
sets, the quadratic separator can be chosen as
Ffe\F|—-FI'P F]o,
Fi|lln N Gi|In ? - =
E¥ = , &= , ©=| —PF | 0 0 | (12
F|lm Gy| Im
el'F, 0 O3
where the constraints on P are as follows
F'Pr? >0, FI'PG, =0, G5TPGS <0 (13)

and the constraints on the ©; matrices depend on the uncertainty set A.

10



4.1 Unstructured uncertainty

Assume the uncertainties are non-structured norm-bounded: AT A < 1,,,. A choice
of quadratic separators for V is described by (12) with the constraints (13) and

©1=-71, ©,=0, ©3=71, 7>0, Go=0. (14)

In case £ is full rank this separator is known to be non-conservative [22]. Applying
Theorem 1 with this choice of separator, an LMI condition for robust stability of
the uncertain descriptor system is directly derived.

4.2 Scalar repeated uncertainty, real-valued case

Consider now the structured uncertainty such that A = §1,, with § real and norm-
bounded, || < &. Parametric uncertainty is assumed: & is an unknown constant
scalar. Based on mixed P-separators and vertex-separators [13], a choice of quadratic
separators for V is described by (12) with the constraints (13) and

 GTO.G GTO:F.
FlesFp >0, | 2 07 I <0,
| FJ ©5Gy (01400, + 007 + 6°0;) F |
] (15)
GTO.G GTO:
GTOs3F, =0 2 2 <0.

| Y 0,6y FY(01 — 60, — 667 + §03)F, |

Applying Theorem 1 with this choice of separator, we get an LMI condition for
robust stability of the descriptor system with scalar, repeated, real-valued, bounded
uncertainty.

Consider the following simple example

[10[00] 1 0|1 0]
E4 Eg 01]00 AB 0 ~1|0 1
EoEn| |o210l " |lep|l |1 olo1o
20[0 1| 0 1[0 01

This uncertain descriptor system also writes as

b2, b, — 1 b= — 0
2%, 1 #=0a= D, 0= 7075

It is quite simple to see that for |§| < 5, E(0) is non singular and E(0) ' A(0) is

11



stable. For 6 = % E(9) is no longer invertible but the system is driven by

551+$'2=—Z($1+$2) , T1— T2 =0,

it is asymptotically stable. For any value of § >
E(6)7tA(6) is unstable.

All this analytical analysis can be done here because the example is simple. For
a real problem it would be more involved. But in all cases the LMI results can
be tested efficiently for example using YALMIP [18]. For the given example, the
LMIs are feasible for the limit bound § = i For any larger value of § the LMIs
are infeasible. Results prove to be non-conservative for this example. This may
not be the case for all systems and there is a need for less conservative methods.
One way to reduce the conservatism is to work on the separator constraints. For
example, (15) is only sufficient for the separation with respect to the scalar interval
uncertainty. The conservatism of this constraint may be reduced following the result
of [28, Theorem 7.1] which, based on a generalization of Pélya’s theorem, gives
new LMI conditions for a polynomial matrix function to be positive. This result
has some asymptotic properties in terms of conservatism, nevertheless it may not
by itself reduce to zero the overall conservatism and another approach based on
parameter-dependent Lyapunov functions may be needed. The two approaches are
we believe complementary and should be combined for systems with structured
uncertainties.

5=, E(0) is non singular but

4.3 Scalar repeated uncertainty, real-valued case - parameter-dependent Lya-
punov functions

The parametric uncertainty 0 is constant, therefore it is always possible to write
redundant equations such as:

Ey Eg | [ 26D AB| ([ 2® 20 — g=1,(i+1)
Ec Ep zX) C D wg) 7 wx) = (5zX)

where () is the i-th derivative of e. Introducing derivatives up to order 7, system
(10) equivalently writes as

=T a0 T zgl)T>
wl = ([ET x(?‘fl)T wg MX_I)T)

12



£ A

l(r—l)n 0(r—1)n><n 0 O(T—l)nxn l(r—l)n 0
1, ® Eq 1, @ Ep|*= 1, ®A L,@B|w (16)
1, ® Ec 1, ® Ep 1, @C 1,®D
‘ s11,, )
with a feedback operator V = . Based on this expanded model
0 41,

description an other corollary to Theorem 1 is:

Corollary 3  Choose an integer order r. For £ and A defined in (16), if there exist
a matrix P € R™ and matrices ©;—1 23 € R™ that satisfy (3), (12), (7]3) and (15),
then the uncertain system (10) is stable for all A = §1, § € R, || < 0.

As the order r grows, the LMIs of Corollary 3 grow in numerical complexity. More
precisely, the number of decision variables is given by rn(rn+1)/2+rm(2rm+1)
and the number of rows of the LMI constraints grow by a factor 2r. The growth of
the numerical complexity goes along with reducing conservatism. It is illustrated
on the following example.

First take the example from [2] and consider the last case of one real-valued uncer-
tainty that enters the considered framework when taking:

[ 124a -7 7 11 3 0]

11 —134a -5 |-2-12

Ea Eg L AB| | -2 9  —8+4al-1 30
Eo Ep CD 1 0 0 [0 00
0 1 0 |0 00

0 0 1 |0 00

The aim is to evaluate a robustness margin for real valued uncertainties bounded
by § = 1, that is to maximize o under the constraint for the system to be robustly
stable. For » = 1 the LMIs of Corollary 3 are feasible up to a; = 3.249. For
r = 2 and r = 3 the results are identical and give ay3 = 5.4176. Note that for
a = 5.4177 and 0 = 1 the system is unstable which indicates that the maximal
bound is reached at a precision of 10™*. These results can be compared to those
of [2]. That paper builds following a comparable technique of successive LMI-
based relaxations of the robust stability problem. Applied to the example, the three
first estimates are respectively 3.24, 5.39 and 5.41. The dimensions of these LMI
problems are comparable to those of Corollary 3.

In case of usual LTI systems (K4 = 1, EFg = 0, B¢ = 0, Ep = 1), closely
related results were obtained by [15]. For example, our Corollary 3 corresponds
to the problem solved in their Theorem 5. For an exact comparison, their result

13



corresponds to the following expanded model description

£ A

0 0[1 0 0100
T x
1 000 AOQ0B O
ZA ZA
0 10-1{|— =000 0| |—
ZA wA
0 0[1 0 Cco|D o0
ZA wA
—C 00 1 000D
Silln_;'_m O
with a feedback operator V = . Both this result and that of
0 0ls,

Corollary 3 read as analysis conditions where stability is proved with a parameter-
dependent Lyapunov function Va(z) = 27 P(A)z. But the choice of P(A) is dif-
ferent. In Corollary 3 stability of # = A(A)z = (A + BA(1 — DA)™'C)z is

assessed by
T

while in [15] the parameter-dependent Lyapunov matrix is such that

T

A(L-DA)C| A= DA)C
1 1

P(A) =

Note that this last type of Lyapunov matrix includes the former. Moreover, on the
given example conditions of [15] are feasible up to v = 5.4176.

4.4 Scalar repeated uncertainty, complex-valued case

Consider the uncertainty with identical diagonal structure A = §1,, with § complex-
valued and norm-bounded, |6| < 5. Based on mixed P-separator and D-scalling
[13], a choice of quadratic separators for V is described by (12) with the con-
straints (13) and

01=-Q, 0,=0, =0, F'QF; >0, F;QG,=0, G3'QG;<0.
A7)

Based on this description of the separator one gets the following corollary.

Corollary 4 Choose an integer order r. For £ and A defined in (16), if there exist

a matrix P € R™ and a matrix () € R™ that satisfy (3), (12), (13) and (17), then
the uncertain system (10) is stable for all A = 61, 6 € C, |0| <.

14



As an illustration take again the example from [2] with |§| < 1, complex valued.
For r = 1 and r = 2, Corollary 4 gives respectively 3.249 and 4.147 as maximal
admissible bounds on the robustness margin «. Increasing » > 3 does not bring any
improvement. For comparison the same bounds 3.24 and 4.14 where found in [2].
This result is in fact expected because, for the case when £ = 1 (usual LTI systems)
with a single scalar complex parameter, the result of Corollary 4 is identical to that
in [2]. This reference moreover proves that the conservatism of the method vanishes
asymptotically as r grows to infinity.

5 Stability of descriptor time-delay systems

Consider the following time-delay descriptor system
Ei(t) + Epi(t — h) = Az(t) + Apx(t — h) . (18)

Define n(t) = Ex(t) + Epz(t — h). The model matches the framework of Figure 1
if one considers

/—f/‘% /J%
1-A 1(t 0 A t
)| _ h n(t) (19)
0 FE| \x() 1 —FEp| \z(t—h)
) s, 0
along with the set: V = s sleCt
0 e "1,

5.1 Delay-independent case

Delay-independent stability is achieved if the system is stable for all delays h &€
[0 + oof. In that case, the delay operator e~"** is equivalent to a complex norm-
bounded uncertainty e hs = ¢, |d| < 1. Therefore this case is a subcase of the pre-
viously considered problem of robust stability analysis with scalar repeated com-
plex valued uncertainty, and hence all previous results apply. Note that for £/ = 1,
the expanded versions based on Corollary 4 are exact reformulations of results in
[1]. Moreover, that last reference proves that as r grows, the conservatism of the

method vanishes.

5.2 Delay-dependent case

The delay-dependent case amounts to proving asymptotic stability for all bounded
delays 0 < h < h. To do so, papers such as [34,8] introduce the following bounded
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operator 6, = s 1(1 — e~"*) that operates on the system signals as
Onln()] = n(t) —n(t —h) .
This operator is bounded such that:
|6h| <h , VseCt, 0<h<h. (20)

Bounding in this way the operator amounts to an approximation that may be re-
duced if considering fractions of the delay h:

=>I

., VseCh, 0<h<h. (21)

onr| < —
[Onyr] <
As the fractioning integer  goes to infinity the bounded approximation |dy,,.| tends

to zero . Based on these considerations, for a given r, we introduce the signals
z(t — ™) where i € {0...7 + 1} and the augmented system signals:

ot — 1) 7 (t) n(t)
x(t — 2) x(t) v(t)

vit) = : A= o(t) | v x(t — )
2(t — h) n(t) n(t) —nt — 1)

These signals make system (18) match the framework of Figure 1 with:

£ A
1 40 0] O [0---0 Ah] 00
0E 0 0 1 {0---0—13,1} 00
001, 0 (2=]0 Lon 00w (22)
10 0 -1 0 0 00
00 0 0| 1 [EO---O} By 1

and an uncertainty set defined as:

5711, 0 0
V= 0 e %lppyn 0 | :s'€CT,0<h<h
0 0 Snyely
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Define the following row partitioning

F1 In Gl In
E=1R|10r+Dn . E =G| 1(r+Dn. (23)
F3| In Gs| In

Based on mixed P-separator, D-scallings [13], a choice of quadratic separators for
V is described by

[ FIQF, — B FTRFy|~FIP 0 0
~PR, 0 00
0 = (24)
0 0 QO
_ 0 0 0R|

and constrained by

FYTPFY >0, F5TQFy >0, FSTRFy >0 ,
FI'PG, =0, FIQG,=0, F/RG,=0 , (25)
GTPGT <0, G3'QGs <0, G§YRGS <0 .

Corollary 5 Choose an integer fractioning r. For £ and A defined in (22), if
there exist a matrix P € R"™, a matrix () € RO+D" and a matrix R € R™ that _satisfy
(3), (24) and (25), then the time-delay system (18) is stable for all 0 < h < h.

Here again, as the fractioning  grows, the LMIs of Corollary 5 grow in numerical
complexity and this goes along with reducing conservatism. It is illustrated on the
following example.

To illustrate this result consider the time delay system defined by

2 0 10
E=1,E,=0, A= A, = (26)
0 —0.9 1 -1

This example has for long been used to illustrate delay-dependent results. The left
hand-side of Table 1 summarizes these previously published results by giving the
reference, the obtained bound and the number of variables involved in the corre-
sponding LMIs. The right hand-side gives the results of Corollary 5 for various
fractionings.

On the considered example the proposed method shows to be more effective, except
compared to that of [35]. In this last reference, the improvement is essentially due
to a Padé approximation of e~"* which goes further than the basic operator s (1 —
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Table 1
Maximum allowable delay

Methods nb vars | Corollary 5 hpax nb vars
[16] 0.8571 9 r=1 4.4721 9
[25] 0.99 11 r=2 5.71 16
[24] 4.3588 16 =3 5.96 27
[9] 4.4721 9/18 r=4 6.05 42
[31] 4.4721 17 =9 6.149 177
[30] 4.4721 38 r=15 6.164 471
[35] 6.150 81 r=25 6.169 1281
Theoretical bound 6.172 00 r=30 6.171 1836
e~"*). Combining the Padé approximation and the proposed fractioning scheme is

a promising approach currently under investigation.

6 Conclusion

A novel quadratic separation framework for feedback connected systems with im-
plicit linear transformation is described. Directly related robust stability analysis
results are derived for descriptor and time-delay systems. Only two special cases of
uncertainties were considered but extensions can be obtained for more complex and
time-varying structured uncertainties following results of [15,5]. Results for delay-
dependent systems are given for the case of systems with one single delay and
without uncertainties but extensions are trivial for such more involved problems.
The procedure amounts to combinations of constraints on the quadratic separator.
Prospective work will be dedicated to analysing the relative conservatism of several
independent results when stability is proved with parameter-dependent Lyapunov
certificates.
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