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Design of Saturating State-Feedback with
Sign-Indefinite Quadratic Forms

I. Queinnec, S. Tarbouriech, G. Valmorbida, L. Zaccarian

Abstract—We propose a novel class of piecewise smooth
Lyapunov functions leading to LMI-based stability/performance
analysis and control design for linear systems with saturating
inputs. We provide conditions for global properties, and also
conditions for local properties and guaranteed estimates of
the basin of attraction. The backbone of our result consists
in using quadratic forms with constant matrices that are not
necessarily sign definite, thereby providing additional degrees
of freedom. Using generalized sector conditions involving the
dead-zone nonlinearity and its derivative, we formulate convex
optimization conditions to verify their positivity in the region of
interest. Several numerical examples with connections to existing
results, illustrate the potential behind our novel construction.

I. INTRODUCTION

The operating constraints of any practical control system
often include magnitude limits on the actuators that must be
taken into account in the control design to avoid potentially
catastrophic effects (see, for example, [22] and [1]). The con-
servative (so-called low-gain) approach of restricting solutions
to never reach the saturation bounds may limit excessively
the system operation or induce poor performance. With linear
plants, it is known that global asymptotic stability can be only
achieved if the plant is not exponentially unstable (these plants
are called Asymptotically Null Controllable with Bounded
Controls - ANCBC) [21]. Moreover, some of these systems
require nonlinear stabilizers [7]. When the plant is not ANCBC
it is imperative to characterize the basin of attraction of the
origin and to obtain tight estimates thus providing the user
with a large set of operating conditions.

In the last two decades, constructive methods based on
convex optimization led to direct design and anti-windup
design strategies to mitigate performance degradation during
saturation [11], [23], [31]. Most of these results use quadratic
Lyapunov functions and the circle criterion to certify absolute
stability. In this scenario, only the sector property of the
saturation is considered and the resulting analysis is generally
conservative. For the regional analysis and design which
are necessary with non ANCBC plants, generalized sector
conditions enjoyed by the saturation are used, typically leading
to certified estimates of the basin of attraction based on sub-
level sets of the Lyapunov functions. When using the Popov
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criterion [14], the nonlinearity is incorporated in the Lyapunov
function and less conservative regional results can be obtained
using information on the gradient of the nonlinearity [4], [17].
However it is only recently that the sector properties of the
nonlinearity have been used to also relax the positivity of the
Lyapunov functions for optimization-based analysis of Lure
systems [6], [16], [26], [27].

In this paper, we introduce a new class of non-quadratic
Lyapunov functions for stability analysis and control design
providing global and non-global guarantees. The quadratic
forms that we consider were first introduced in [19] and then
revisited in [4] and [16]. However, in [4], [19] a constraint
on the positivity of the matrix in the quadratic form was
imposed. As in the analysis results of [16], we exploit here the
flexibility of matrices that are not sign definite for the stability
analysis and, for the first time, for the control synthesis of
nonlinear state feedback laws for saturating systems. Both the
global and regional cases are studied. In the framework of
Linear Complementarity Systems, a similar Lyapunov function
was presented in [2]. Moreover, in the discrete-time saturated
systems context, [10] used a special case of the function
studied here. Not many results focus on non-positive quadratic
forms when addressing continuous-time saturated systems. In
our recent work [27], we show that relaxing the positivity
conditions allows improving the nonlinear L2m gain estimates,
when using piecewise polynomial storage functions. Also [16]
suggested similar positivity relaxations when focusing on max
of quadratics for analysis purposes. Additionally, for systems
with slope bounds in a known set of the state space, regional
gain and regions of attractions were studied in [26]. Finally, for
systems with rational Jacobian one can circumvent the need
for a pre-defined set in which the slope is bounded [6].

In this paper we propose synthesis conditions exploiting
sign-indefinite quadratic forms. For the global case, our con-
ditions are authentic linear matrix inequalities, and allow con-
structing certificates for examples where quadratic functions
are proven to not exist. For the regional case we obtain
suggestive functions whose positivity is only guaranteed in
the estimated region of attraction, and which even become
negative outside that certified domain, so that extra degrees
of freedom are available for obtaining nonconservative (and
nonconvex) contractive sublevel sets. An interesting parallel
approach is provided in [15], where generalized quadratic
forms are used to address the analysis problems considered
in our paper. In addition to also providing design conditions
(whereas only analysis is addressed in [15]), our conditions
directly imply well posedness of the nonlinear algebraic loop,
whereas this property is stated as an assumption in [15].

The paper is organized as follows. Section II describes
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the system under consideration and the analysis and design
problems, together with some background material. Section III
introduces our new sign-indefinite quadratic form and the
arising Lyapunov functions, together with some new tools for
establishing its positivity in the region of interest. The paper is
completed by Section IV providing global analysis and design
conditions, and Section V providing regional analysis and
design conditions. Several examples taken from the literature
are presented throughout the paper.

Notation. Rn is the n-dimensional Euclidean space, while
C is the complex plane and <(s) is the real part of number
s ∈ C. Sn≥0 (respectively Sn>0) is the sets of symmetric
positive semi-definite (respectively, positive definite) matrices
of dimension n. Dm

≥0 (respectively Dm
>0) is the set of diagonal

positive semi-definite (respectively, positive definite) matrices
of size m. Given any symmetric matrix A, λm(A) and
λM (A) are, respectively, its minimum and maximum real
eigenvalues. For any matrix A, A> denotes its transpose and
He (A) = A + A>. For any square matrix A, Tr(A) denotes
its trace. For q matrices Ai, i = 1, ..., q, diag(A1, ..., Aq)
denotes the block-diagonal matrix constructed from matrices
Ai. In denotes the identity matrix of dimension n, whereas
0 stands for a matrix of zeros of appropriate dimensions. For
any y ∈ Rm, |y|∞ and |y| stand respectively for its infinity
and Euclidean norms.

II. PROBLEM STATEMENT

A. Linear state feedback with deadzone loop

Consider the following plant

ẋ = Ax+Bsat(u) (1)

where x ∈ Rn and u ∈ Rm are the state and the input,
respectively. A and B are constant matrices of appropriate
dimensions and pair (A,B) is supposed to be stabilizable.
Function sat : Rm → Rm denotes the vector-valued sym-
metric decentralized unit saturation, whose components are
defined for i = 1, ...,m as sati(ui) := max{−1,min{1, ui}},
with ui being the i-th component of vector u. Model (1) well
represents situations where the saturation limits are not unitary
by simply rescaling the columns of B.

By defining the dead-zone function as dz(u) := u− sat(u),
system (1) reads:

ẋ = Ax+Bu−Bdz(u). (2)

In this paper we are interested in state-feedback control laws
defined by

u(x) = K1x+K2dz(u(x)). (3)

where K1 ∈ Rm×n and K2 ∈ Rm×m are either known in the
problem of stability analysis or to be designed in the synthesis
problem.

The presence of the dead-zone at the right-hand side of
(3) induces a nonlinear algebraic loop implicitly defining a
piecewise affine feedback selection x 7→ u(x). By setting
K2 = 0 one retrieves the classical linear state-feedback case
without algebraic loop [23]. If the algebraic loop is well-
posed then one can guarantee the existence of a (piecewise

affine) solution to (3). Necessary and sufficient well-posedness
conditions can be for example derived from [12, Claim 2].

The following facts are straightforward consequences of [30,
Prop. 1] and [12, Claim 1 and Remark 1], respectively.

Fact 1: If there exists ∆ ∈ Dm
>0 such that 2∆ − ∆K2 −

K>2 ∆ > 0, then the algebraic loop in (3) is well-posed.
Fact 2: If the algebraic loop in (3) is well-posed, then

its unique solution is a globally Lipschitz piecewise affine
function of x over a finite polytopic partition of Rn.

B. Problem statement and sector conditions background

The closed-loop system resulting from the interconnection
of (2) and (3) is given by

ẋ = (A+BK1)x+B(K2 − Im)dz(u(x))
u(x) = K1x+K2dz(u(x)).

(4)

Due to the presence of the dead-zone, the closed-loop dy-
namics (4) is nonlinear and asymptotic stability of the origin
can be ensured globally (that is for any initial condition
x(0) ∈ Rn) or only locally (that is, only for initial conditions
in a neighborhood of the origin). Fundamental limitations
of bounded stabilization of linear systems [20] imply that
when A has exponentially unstable eigenvalues, the maximal
set of initial conditions providing solutions that converge
to zero (the so-called basin of attraction) is bounded. The
exact characterization of the basin of attraction of the origin
remains an open problem in general. Hence, a challenging
problem consists in computing accurate estimates. Whenever
we can provide a guarantee on the size of the basin of
attraction (typically through an inner approximation), we talk
about regional asymptotic stability (as opposed to merely
local asymptotic stability, where the basin of attraction may
be arbitrarily small). Feedback (4) provides an interesting
context where (due to the properties of function dz) local
asymptotic stability holds if and only if A+BK1 is Hurwitz,
but the characterization of a large estimate (namely an inner
approximation) of the basin of attraction requires nontrivial
derivations (see, e.g., [11], [23], [31]).

In this paper we use piecewise quadratic Lyapunov func-
tions stemming from sign-indefinite quadratic forms with the
goal in mind of addressing both the global and the regional
exponential stability problems in the two cases where K1 and
K2 are fixed (analysis) or to be designed (synthesis).

In the global case, we address the following problems.
Problem 1 (Global Analysis): Given gains K1, K2 in (4),

determine whether the origin is globally exponentially stable.
Problem 2 (Global Synthesis): Compute gains K1, K2 in

(4) ensuring global exponential stability of the origin.
We address Problems 1 and 2 by exploiting the following

well-known global sector condition (see, for example, [14]).
Fact 3 (Global Sector Condition): The inequality

dz(u)>T (u− dz(u)) ≥ 0 (5)

holds for any u ∈ Rm and for any T ∈ Dm
≥0.

In the regional case, we address the following problems.
Problem 3 (Regional Analysis): Given gains K1, K2 in (4),

determine whether the origin is locally exponentially stable
and provide an estimate of its basin of attraction.
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Fig. 1. Regional stability via inclusion of a sub-level set S(V, 1) of function
V within set Sh.

Problem 4 (Regional Synthesis): Compute gains K1, K2 in
(4) ensuring local exponential stability of the origin, together
with an estimate of the basin of attraction.

To study regional properties it is useful to generalize the
global sector condition of Fact 3 in ways originally character-
ized in [9], [11]. As shown in Figure 1, regional asymptotic
stability is assessed by focusing on an open sublevel set
S(W, 1) := {x ∈ Rn : W (x) < 1} of a Lyapunov function
W restricted to the set

Sh := {x ∈ Rn : |h(x)|∞ ≤ 1 } , (6)

where function h : Rn → Rm is typically vanishing at the
origin. Most existing works [9], [11], [12], [23] use linear
selections for h. In this paper we use the following implicit
form, where H1 and H2 are arbitrary design parameters
and function x 7→ u(x) is implicitly defined in (3) and
characterized in Facts 1 and 2,

h(x) = H1x+H2dz(u(x)). (7)

With the above selections, the following result is a direct
adaptation of [24, Lemma 1] (see also [13]).

Fact 4 (Regional Sector Condition): The inequality

dz(u)>T (u− dz(u)− h(x)) ≥ 0 (8)

holds for all x ∈ Sh, all u ∈ Rm and all T ∈ Dm
≥0.

We complete our background material by introducing a few
equalities inspired by the bounds initially proposed in [4],
exploiting the properties of the directional derivative x 7→ u̇(x)
of function x 7→ u(x) in (3) and the directional derivative
x 7→ ḋz(u(x)) of function x 7→ dz(u(x)) along the solutions
of (4).

Fact 5 (Derivative of the dead-zone): The identities

ḋz(u(x))>T (u̇(x)− ḋz(u(x))) ≡ 0, (9)

dz(u(x))>T (u̇(x)− ḋz(u(x))) ≡ 0, (10)

hold for almost all x ∈ Rn, and for all T ∈ Dm.
Proof. We prove the relations for all x such that |ui(x)| 6= 1,
for all i = 1, . . . ,m. For those values of x the proof follows
by noting that each component of u satisfies

ḋzi(ui(x)) =

{
u̇i(x) if | ui(x) |> 1

0 if | ui(x) |< 1,

and

u̇i(x)− ḋzi(ui(x)) =

{
0 if | ui(x) |> 1

u̇i(x) if | ui(x) |< 1.

�
Remark 1: The control solution (4), requires the knowledge

of the physical saturation output satph present in the actuators,
which might not be accessible in industrial applications. In
this setting, a workaround is the introduction of an artifi-
cial (conservative) saturation function sat at the controller
output, so that the actuation effort reaching the plant is
satph(sat(u)) = sat(u), where the last equality holds as long
as the artificial saturation levels of sat are smaller than or
equal to the physical saturation levels of satph. In this case,
the artificial saturation provides an effective way to obtain the
closed loop (4) even when the output of satph is not accessible.

Besides this fact, mismatches between the saturation model
sat and the actual saturation nonlinearity satph may also
emerge. In this case we emphasize that the Lyapunov-based
results presented in this paper enjoy intrinsic robustness of
asymptotic stability (see, e.g., [8, Chapter 7]), so that a
certain level of nonzero mismatch is guaranteed to preserve
the asymptotic stability properties in a semiglobal practical
sense (see [8, Def. 7.18]). Due to this robustness-in-the-
small guarantee, we expect some kind of graceful performance
degradation when the saturation modeling is imprecise (e.g.,
the slope of the saturation may be not unitary in certain
ranges) and in cases where the physical saturation levels
might be smaller than the artificial ones (indeed in those
cases satph(sat(u)) 6= sat(u)). Similarly, due to the stated
robustness-in-the-small, it is straightforward to extend our
proofs to the case where the state measurement used in our
feedback is replaced by an estimated state provided by a
sufficiently fast Luenberger observer. Providing quantitative
bounds on the tolerated mismatch that does not destroy sta-
bility, namely a robustness-in-the-large guarantee, is possible
by embedding the nonlinearities in suitable inflated sector
conditions, but is beyond the scope of this work and provides
an interesting direction of future investigation. ?

III. EXTENDED SIGN INDEFINITE LYAPUNOV FUNCTION

A. Proposed structure

The four main results of this paper, providing solutions to
Problems 1-4, rely on a generalization of the piecewise smooth
Lyapunov function originally proposed in [4], corresponding
to

V (x) =

[
x

dz(u(x))

]> [
P11 P12

P>12 P22

] [
x

dz(u(x))

]
(11)

=

[
x

dz(u(x))

]>
P

[
x

dz(u(x))

]
,

where dz(u(x)) is the solution to (3). As in [4], we do not
need to explicitly compute the mapping x 7→ u(x) because the
Lyapunov construction follows from the implicit equation (3).

Due the fact that there are points where V in (11) is not
differentiable, it is useful to emphasize that the Lipschitz
nature of V allows to ignore those areas when characterizing
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local or global exponential stability of the origin. This fact
is well formalized in the next lemma, which is a direct
consequence of the results in [3] (see also [25]).

Lemma 1: Consider dynamics (4) and assume that there
exists a locally Lipschitz Lyapunov function x 7→ W (x),
positive scalars β1, β2 and β3 and an open sub-level set
S(W, r) := {x ∈ Rn : W (x) < r} of W , for some r > 0
satisfying

β1|x|2 ≤W (x) ≤ β2|x|2, ∀x ∈ S(W, r) (12)

Ẇ (x) := 〈∇W (x), Ax+Bsat(u(x))〉 ≤ −β3|x|2, (13)
for almost all x ∈ S(W, r),

then the origin is locally exponentially stable for (4) with basin
of attraction containing S(W, r). Moreover, if (12), (13) hold
for any r > 0 with the same scalars βi, i = 1, 2, 3, then the
origin is globally exponentially stable for (4).

The following lemma uses Fact 3 to establish sufficient
conditions for positive definiteness and radial unboundedness
of V in (11), while not imposing positive definiteness of
matrix P .

Lemma 2: Given V in (11) with u defined in (3), if the
algebraic loop in (3) is well-posed and there exist matrices
P11 ∈ Sn>0, P12 ∈ Rn×m, P22 ∈ Sm and T0 ∈ Dm

≥0 such that

Φ0 =

[
P11 P12 −K>1 T0

P>12 − T0K1 P22 − T0K2 −K>2 T0 + 2T0

]
> 0,

(14)
then there exist positive scalars β1 and β2 satisfying (12) for
any r > 0.

Proof. The global sector condition (5) with T = T0 implies

V (x) ≥ V (x)− 2dz(u(x))>T0(u(x)− dz(u(x)))

=

[
x

dz(u(x))

]>
Φ0

[
x

dz(u(x))

]
≥ λm(Φ0)

∣∣∣∣[ x
dz(u(x))

]∣∣∣∣2 ≥ λm(Φ0)|x|2,

which provides the lower bound in (12) with β1 = λm(Φ0).
To study the upper bound in (12) from well-posedness

of the algebraic loop (3) and Fact 2, the globally Lipschitz
property of u, together with u(0) = 0, ensures the existence
of Lu > 0 such that |u(x)| ≤ Lu|x|, therefore using
|dz(u(x))| ≤ |u(x)| ≤ Lu|x|,

V (x) ≤ λM (P11)|x|2 + 2|P12||x||dz(u(x))|+ |dz(u(x))|2|P22|
≤ (λM (P11) + 2|P12|Lu + |P22|L2

u)|x|2 =: β2|x|2,

which completes the proof. �

B. Advantages from using a sign indefinite P

A novelty of this paper is that we do not insist on the fact
that matrix P in (11) be positive definite, which allows rep-
resenting a broader class of Lyapunov functions as compared
to previous works such as [4]. As an example, consider the
following two Popov-like functions, the first one focusing on

the deadzone and the second one focusing (more classically,
as in [14, Ex. 7.4] and [29, §2.5 and 2.1.6]) on the saturation:

VDai(x) := x>P0x+

m∑
i=1

2λi

∫ ui(x)

0

dzi(s)ds (15)

VKhalil(x) := x>P0x+

m∑
i=1

2λi

∫ ui(x)

0

sati(s)ds. (16)

As observed in [4], using the identity 2
∫ ui(x)

0
dzi(s)ds =

dz2
i (ui(x)), the first function VDai in (15) can be obtained as

a particular case of V in (11), by setting P11 = P0, P12 = 0,
P22 = diag(λ1, . . . , λm) = Λ and λi > 0, which provides a
positive definite P .

However, a positive definite P does not provide enough
degrees of freedom for representing the second function VKhalil
in (16), which can be instead represented by a sign-indefinite
P , as follows, with the last line inspired by (11),

VKhalil(x) = x>P0x+

m∑
i=1

2λi

∫ ui(x)

0

s− dzi(s)ds

= x>P0x+

m∑
i=1

λi
(
ui(x)2 − dz2

i (ui(x))
)
,

=

[
x

dz(u(x))

]> [
P11 P12

P>
12 P22

] [ x
dz(u(x))

]
. (17)

Using the expression of u(x) in (3), we obtain the following
selection of P in (17),

P =
[
P11 P12

P>
12 P22

]
=

[
P0 0
0 −Λ

]
+

[
K>1
K>2

]
Λ
[
K1 K2

]
, (18)

where P22 is often nonpositive (e.g., when K2 = 0) but
yet satisfies the positivity conditions of Lemma 2 under
mild conditions on matrix P0 (these conditions are satisfied
whenever P0 > 0 but also allow for more general cases).

Proposition 1: If matrix P0 +K>1 ΛK1 is positive definite,
then condition (14) is satisfied for any T0 >

Λ
2 , namely under

a well-posedness assumption, VKhalil in (16) satisfies (12) for
all r > 0.

Proof. With the structure of V in (11), using the derivations
in (17), function VKhalil in (16) corresponds to the selection of
P in (18). With this selection of P , matrix Φ0 in (14) reads

Φ0 =

[
P0 0
0 2T0 − Λ

]
+

[
K>1
K>2

]
Λ
[
K1 K2

]
(19)

+ He

([
0
−Im

]
T0

[
K1 K2

])
.

Using the elimination lemma (see, e.g., [18]), defining bases
N1 and N2 of the null-spaces of

[
0 −Im

]
and

[
K1 K2

]
,

respectively, it follows that Φ0 > 0 is equivalent to:

N>1

([
P0 0
0 2T0 − Λ

]
+

[
K>1
K>2

]
Λ
[
K1 K2

])
N1

= P0 +K>1 ΛK1 > 0,

N>2

[
P0 0
0 2T0 − Λ

]
N2 > 0,

which are both satisfied under the stated assumptions. �
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C. Set inclusion for regional results

As depicted in Figure 1, regional asymptotic stability should
rely on a set inclusion property ensuring that the sublevel set

S(W, 1) := {x ∈ Rn : W (x) < 1 } (20)

of some suitable function W , based on function V in (11),
is contained in the set Sh of (6) (associated with function
h in (7)) so that the inequality of Fact 4 holds in S(W, 1).
Not insisting on positivity of function V outside Sh can lead
to extra degrees of freedom in the construction proposed in
Section V (see for example the surface represented in Figure 4
and the corresponding discussion in Example 3). Therefore we
propose selecting W in (20) as

W (x) :=

{
min{V (x), 1}, if x ∈ Sh
1, otherwise.

(21)

Note that (21) does not lead, in general, to a continuous W ,
but it guarantees the identity

S(W, 1) = S(V, 1) ∩ Sh, (22)

which is useful for the Lyapunov analysis of Section V. 1

The following lemma establishes sufficient conditions for
(Lipschitz) continuity of W and provides a tool, based on
Fact 4, to guarantee bounds (12) with r = 1.

Lemma 3: If the algebraic loop in (3) is well-posed and
there exist matrices P11 ∈ Sn>0, P12 ∈ Rn×m, P22 ∈ Sm,
H1 ∈ Rm×n, H2 ∈ Rm×m and T ∈ Dm

>0 such that for all
i = 1, . . . ,m

Φ1 =

 P11 P12 0
P>12 P22 0
0 0 1

 (23)

+ He

 0 (H>1 −K>1 )T H>1i
0 TH2 − T (K2 − Im) H>2i
0 0 0

 > 0

then defining V and W as in (11), (21), the following
properties hold:

(i) function W in (21) is Lipschitz continuous;
(ii) the set inclusion S(W, 1) ⊆ Sh holds, with S(W, 1) and
Sh defined in (20) and (6), respectively;

(iii) function W satisfies (12) for r = 1 and for suitable
scalars β1 and β2.

Proof. As a first step of the proof, we apply a Schur
complement to (23), ensuring that, for all i = 1, . . . ,m,

Φ̄1 := P + He

([
0 (H>1 −K>1 )T
0 T (H2 −K2) + T

])
(24)

−
[
H>1i
H>2i

] [
H1i H2i

]
> 0.

Then, based on (24), we can prove the following fact:

hi(x)2 ≤ V (x), ∀x ∈ Sh, (25)

1Condition (22) is especially useful in cases where V (x) becomes smaller
than 1 outside Sh (so that S(V, 1) may possibly be an unbounded discon-
nected set), as in the example shown in Figure 4.

indeed, for all x ∈ Sh we can use the sector condition of
Fact 4 ensuring that

V (x)−hi(x)2 ≥ V (x)−hi(x)2−dz(u)>T (u− dz(u)− h(x))

=
[ x

dz(u)

]>
Φ̄1

[ x
dz(u)

]
≥ 0. (26)

It then follows from (25) that at the boundary of Sh, where
hi(x) = 1 for some i ∈ {1, . . . ,m}, it must hold that
V (x) ≥ 1, which implies that W (x) is continuous at the
patching surfaces in (21), which proves item (i).

Item (ii) follows immediately from (22), ensuring that

x ∈ S(W, 1) ⇒ x ∈ Sh. (27)

As for item (iii), to show (12) for all x ∈ S(W, 1), first
notice that from definition (21) we have W (x) = V (x) for
all x ∈ S(W, 1). Then, we may focus on function V , for
establishing (12). In particular, for any x ∈ S(W, 1) we may
use Fact 4 to conclude once again from (26) that

W (x) = V (x) ≥ λm(Φ̄1)|x|2, ∀x ∈ S(W, 1).

As for the upper bound in (12), we may proceed as in Lemma 2
using well-posedness of the algebraic loop (3). �

IV. GLOBAL RESULTS

A. Global analysis

Using function V in (11), this section proposes conditions
to solve Problem 1, as stated in the next theorem.

Theorem 1: Given K1 and K2, if there exist matrices P11 ∈
Sn>0, P12 ∈ Rn×m, P22 ∈ Sm, Ti ∈ Dm

≥0 i ∈ {0, 1}, T2 ∈
Dm

>0, T3 ∈ Dm such that (14) and (28) (given at the top of the
next page) hold, then the origin of (4) is globally exponentially
stable.

Proof. The proof uses Lemma 1 by showing both (12) and
(13) for any x ∈ Rn.

To show (12), let us first observe that the (3,3) term of (28)
reads 2T2−T2K2−K>2 T2 > 0, where T2 > 0 by assumption.
Therefore Fact 1 implies well-posedness of the algebraic loop
(3) and, from Lemma 2, hypothesis (14) implies (12) globally
(for any r > 0).

To show (13), first note that

V̇ (x) = 2

[
x

dz(u(x))

]> [
P11 P12

P>12 P22

] [
ẋ

ḋz(u(x))

]
. (29)

Using Facts 3 and 5, we may bound V̇ (x) for almost all x ∈
Rn as follows:

V̇ (x) ≤ V̇ (x) + 2dz(u(x))>T1(u− dz(u(x))) (30)

+ 2ḋz(u(x))>T2(u̇(x)− ḋz(u(x)))

+ 2dz(u(x))>T3(u̇(x)− ḋz(u(x))) = −η>Gη,
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Ψ1 := He

−
 P11 P12

P>12 P22

0 0

[ A+BK1 B(K2 − Im) 0
0 0 Im

]

−

 0 0 0
T1K1 + T3K1(A+BK1) T1(K2 − Im) + T3K1B(K2 − Im) T3(K2 − Im)

T2K1(A+BK1) T2K1B(K2 − Im) T2(K2 − Im)

 > 0

(28)

where η :=

[
x

dz(u(x))

ḋz(u(x))

]
is an extended state, and matrix G can

be easily evaluated as follows:

G = He

−
P11 P12

P>
12 P22

0 0

[A + BK1 B(K2 − Im) 0
0 0 Im

]
−He

 0
T1

0

 [K1 K2 − Im 0
]

−He

 0
0
T2

 [K1(A + BK1) K1B(K2 − Im) K2 − Im
]

−He

 0
T3

0

 [K1(A + BK1) K1B(K2 − Im) K2 − Im
] .

It is straightforward to check that the above expression
corresponds to the matrix in (28), which then implies G > 0,
and by (30) also implies (13) for almost all x ∈ Rn and
completes the proof. �

For the analysis result of Theorem 1, since K1 and K2

are a priori given, the inequalities (14) and (28) are linear
in P11, P12, P22 and Ti, i = 0, . . . , 3, therefore they can be
efficiently solved by a linear matrix inequality (LMI) solver
(as a feasibility Semi-Definite Program).

Example 1: We illustrate here the reduced conservative-
ness of the conditions of Theorem 1, as compared to the
use of quadratic Lyapunov functions. For global exponential
stabilisation of the dynamics presented in [31, Example 4.3.1],
one may attempt using static anti-windup gains and quadratic
Lyapunov certificates. Unfortunately, as discussed in [31],
these certificates fail to satisfy the necessary conditions for
quadratic stability analysis and synthesis. It turns out that
even with the anti-windup gains set to zero (mere stability
analysis), the LMI conditions of our Theorem 1 ensure GES
of the origin.

More specifically, the dynamics in [31, Example 4.3.1] be-
fore anti-windup corresponds to closed loop (4) with selections

A =

[
−0.05 1
−10 −0.5

]
; B =

[
0
1

]
;

K1 =
[

9.9 0.495
]

; K2 = 0.

By solving LMIs (14) and (28) as per Theorem 1
one obtains matrices P and Ti, i = 0, 1, 2, 3 certify-
ing global exponential stability. In particular, for this ex-
ample, Lyapunov function V is characterized by matrix

P =

 1.0052 −0.1815 0.0411
−0.1815 8.4599 −0.1985
0.0411 −0.1985 0.7077

, with the eigen-

values
{

0.6982 1.0051 8.4694
}

, which reveals that the
degree of freedom of not constraining P22 > 0 is not necessary
for establishing GAS of the origin, in this example.

-0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8
-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

Fig. 2. Level sets of the piecewise quadratic Lyapunov function (11) (black
solid). Trajectories exponentially converging to the origin (red dotted). The
dashed blue lines correspond to the boundary of the set containing the origin
where dz(u(x)) = 0.

Figure 2 depicts in red some trajectories of the closed-
loop system (4). Note that the level sets of the Lyapunov
function (in black) are stretched horizontally in the proximity
of the origin and vertically away from the origin. This peculiar
shape of the trajectories causes the infeasibility of quadratic
Lyapunov conditions, well overcome by Theorem 1. ◦

Remark 2: The conditions of Theorem 1 readily extend to
the case where dynamics (4) is generalized to

ẋ = Aclx+Bcldz(u(x))
u(x) = K1x+K2dz(u(x)).

(31)

Indeed, it suffices to replace all the occurrences of A+BK1

by Acl, and those of B(K2 − Im) by Bcl in conditions (28)
and the proof of the theorem remains unchanged.

Expression (31) arises when analyzing the output feedback
interconnection of a linear plant with an nc-order dynamic
controller possibly involving an anti-windup gain [23, ch. 8]:

ẋp = Apxp +Bpsat(yc), yp = Cpxp

ẋc = Acxc +Bcyp + Ecdz(yc)

yc = Ccxc +Dcyp + Fcdz(yc),

which is represented by (31) with

[
Acl Bcl

]
=

[
Ap +BpDcCp BpCp −Bp(Fc − Im)

BcCp Ac −Ec

]
[
K1 K2

]
=
[
DcCp Cc Fc

]
.

?
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B. Global synthesis
Using function V in (11), we propose here conditions

solving Problem 2, that is designing gains K1 and K2 ensuring
global exponential stability of the origin.

Theorem 2: If there exist matrices Q11 ∈ Sn>0, Q12 ∈
Rn×m, Q22 ∈ Sm, S ∈ Dm

>0, M ∈ Rn×n, Y1 ∈ Rm×n and
Y2 ∈ Rm×m such that

Φ2 :=

[
Q11 Q12 − Y >1

Q>12 − Y1 Q22 − Y2 − Y >2 + 2S

]
> 0 (32)

Ψ2 := He

−

Q11 Q12

Q>12 Q22

0 0
0 0

[ 0 0 In 0
0 0 0 Im

]
(33)

−


AM +BY1 BY2 −BS −M 0

Y1 Y2 − S Y1 Y2 − S
AM +BY1 BY2 −BS −M 0

0 0 Y1 Y2 − S


 > 0,

then M is nonsingular and the origin of system (4) with

K1 = Y1M
−1, K2 = Y2S

−1, (34)

is globally exponentially stable.
Proof. First note that M is nonsingular, indeed M+M> >

0 is implied by the (3,3) entry of (33).
The rest of the proof mimics the one of Theorem 1 by

using Lemma 1. In particular, to show (12), consider the
change of variables K1M = Y1 and K2S = Y2 and note that
inequality (32) coincides with (14) pre- and post-multiplied
by diag(M>, S) and diag(M,S), respectively. Moreover, the
(4,4) term in (33) with Y2 = K2S reads 2S−K2S−SK>2 > 0,
which implies well-posedness of (3) from Fact 1. Then, (12)
is guaranteed by Lemma 2.

The rest of the proof focuses on showing (13) by exploiting
Fact 5 in addition to considering an enlarged space (comprising
x and ẋ as in [5], [18]) so that the Lyapunov certificate is
suitably separated from the dynamics matrices.

More specifically, consider the extended vector η :=[
x> dz(u(x))> ẋ> ḋz(u(x))>

]>
. From the dynamic

equation (4) we get, for any matrix N ,

η>N(−ẋ+(A+BK1)x+B(K2− Im)dz(u(x))) = 0, (35)

which may be evaluated with N =[
M−> 0 M−> 0

]>
, where M ∈ Rn×n. To establish

bound (13) we may write the following bounds originating
from Facts 3 and 5 evaluated with T = S−1, and from (35):

V̇ (x) ≤ V̇ (x) + 2dz(u(x))>S−1(u− dz(u(x))) (36)

+ 2ḋz(u(x))>S−1(u̇(x)− ḋz(u(x)))

+ 2dz(u(x))>S−1(u̇(x)− ḋz(u(x)))

+ 2η>N(−ẋ+ (A+BK1)x+B(K2 − Im)dz(u(x)))

= −ηTGdη, for almost all x ∈ Rn.

Thus exponential stability can be established by proving
Gd > 0, which would prove a negative upper bound on V̇ (x),
quadratic in x (and other variables too). To show that Gd > 0,
let us equivalently study the sign of matrix

G1 := diag(M>, S,M>, S)Gddiag(M,S,M, S),

and consider the change of variables Q11 = M>P11M , Q12 =
M>P12S and Q22 = SP22S, K1M = Y1 and K2S = Y2, so
that the expression G1 can be written as:

G1 =He

−
 Q11 Q12

Q>
12 Q22

0 0
0 0

[ 0 0 In 0
0 0 0 Im

]

−He


 0

Im
0
0

 [ Y1 Y2 − S 0 0
]

−He


 0

0
0
Im

 [ 0 0 Y1 Y2 − S
]

−He


 0

Im
0
0

 [ 0 0 Y1 Y2 − S
]

−He


 In

0
In
0

 [ AM + BY1 BY2 −BS −M 0
] ,

whose five addends clearly sum up to (33). Then, from (33)
we have G1 > 0 and therefore Gd > 0, which implies, via (36),
that bound (13) holds for almost all x ∈ Rn, thus completing
the proof. �

Remark 3: While the analysis and synthesis results of
Theorems 1 and 2 both rely on the technical tools introduced in
Sections II-B and III, the extra unknowns appearing in the syn-
thesis conditions require additional transformations and an ex-
tended space corresponding to η = (x, dz(u(x)), ẋ, ḋz(u(x))),
while ẋ does not appear in the representation of the analysis
conditions. In addition to this fact, we expect the synthesis
conditions to show increased conservativeness, because the
coordinate transformation in the proof of Theorem 2 requires
imposing T1 = T2 = T3 = S−1. Due to this reason, after the
gains have been selected through the synthesis conditions of
Theorem 2, we expect less conservative estimates to emerge
from the solution of the analysis conditions of Theorem 1. ?

While the conditions of Theorem 2 ensure global expo-
nential stability, the convergence rate of the resulting feed-
back law could be arbitrarily small. The next proposition
provides a means to ensure that the eigenvalues of matrix
A + BK1 (namely the linear dynamics governing the tail
of the converging responses) are placed in the half plane
{s ∈ C : <(s) ≤ −α} for some desired convergence rate
α > 0. We emphasize that the convergence rate α > 0, as
stated in the next proposition, is a local property (related to
A+BK1) and therefore is ensured only in a neighborhood of
the origin where the saturation is not active.

Proposition 2: Given a desired convergence rate α > 0, if
there exist matrices R ∈ Sn>0, Q11 ∈ Sn>0, Q12 ∈ Rn×m,
Q22 ∈ Sm, S ∈ Dm

>0, M ∈ Rn×n, Y1 ∈ Rm×n and Y2 ∈
Rm×m satisfying (32), (33) and

R = R> > 0, He

[
αM +AM +BY1 −M

αM +AM +BY1 +R −M

]
< 0,

(37)
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then matrix M is nonsingular, the origin of system (4) with
selections (34) is globally exponentially stable, and the eigen-
values of A+BK1 have real part smaller than −α.

Proof. Global exponential stability has been already proven
in Theorem 2. To show that the eigenvalues of A+BK1 have
real part smaller than −α, it is enough to show that matrix
Ā := A+ BK1 + αI is Hurwitz. To this end, condition (37)
pre-multiplied by diag(M−>,M−>) and post-multiplied by
diag(M−1,M−1) reads[

0 R̄
R̄ 0

]
+ He

([
M−>

M−>

] [
Ā −In

])
< 0,

with the Lyapunov certificate R̄ = M−>RM−1 > 0. Pre-
and post-multiplying the above inequality by [ z

Āz ]
> and its

transpose, we obtain

2z>R̄Āz = 2z>R̄(A+BK1 + αI)z < 0, ∀z 6= 0,

which completes the proof. �

V. REGIONAL STABILITY

In this section, we address Problems 3 and 4 following the
idea of the set inclusion in Figure 1 and exploiting the result in
Lemma 3. We first present analysis results and then synthesis
results, paralleling the previous section.

A. Regional analysis
Using Lemma 3, the next theorem proposes conditions

ensuring local exponential stability of the origin for system (4),
thus providing a solution to Problem 3.

Theorem 3: Given any scalar τ > 0, if there exist ma-
trices Q11 ∈ Sn>0, Q12 ∈ Rn×m, Q22 ∈ Sm, T1 =
diag{t1, . . . , tm}, T2 ∈ Dm

>0, T3 ∈ Dm, Z1 ∈ Rm×n,
Z2 ∈ Rm×m such that

T1 >τIm, (38)

Φ3 :=

P11 P12 0
P>12 P22 0
0 0 τti

 (39)

+ He

0 Z>1 −K>1 T1 Z>1i
0 Z2 − T1(K2 − Im) Z>2i
0 0 0

 > 0,

for all i = 1, . . . ,m, and condition (40) (given at the top of
the next page) holds, then the origin is locally exponentially
stable for closed loop (4) and its basin of attraction contains
set S(W, 1) defined in (20), with functions V and W in (11),
(21) characterized by P =

[
P11 P12

P>
12 P22

]
.

Proof. The proof relies on Lemma 1 by showing the two
bounds (12) and (13) with r = 1.

To show (12), let us first observe that the (3,3) term of (40)
reads 2T2−T2K2−K>2 T2 > 0, where T2 > 0 by assumption,
so that Fact 1 implies well-posedness of the algebraic loop
(3). Moreover, defining H1 = T−1

1 Z1 and H2 = T−1
1 Z2 and

combining (38) with (39), we get

Φ̄3 :=

P11 P12 0
P>12 P22 0
0 0 t2i

+ He

0 Z>1 −K>1 T1 Z>1i
0 Z2 − T1K2 + T1 Z>2i
0 0 0


> Φ3 > 0.

Left and right multiplying Φ̄3 > 0 by diag(In, Im, t
−1
i ), we

obtain (23) so that all the assumptions of Lemma 3 hold.
Therefore, from item (i), function W in (21) is Lipschitz
continuous and coincides with V (of (11) in the open set
S(W, 1)). Moreover, from item (iii), bound (12) holds.

To show (13), first consider item (ii) of Lemma 3 ensuring
that for all x ∈ S(W, 1) we have x ∈ Sh and we may use the
local condition (8) of Fact 4. Then proceeding as in the proof
of Theorem 1 but using Fact 4 in place of Fact 3 (because
we focus on local results), using expressions (29), we get for
almost all x ∈ Rn

Ẇ (x) ≤ Ẇ (x) + 2dz(u(x))>T1(u− dz(u(x))− h(x))

+ 2ḋz(u(x))>T2(u̇(x)− ḋz(u(x))) (41)

+ 2dz(u(x))>T3(u̇(x)− ḋz(u(x))) = −η>Glη,

where η :=

[
x

dz(u(x))

ḋz(u(x))

]
is an extended state, and matrix Gl can

be easily evaluated, using Z1 = T1H1 and Z2 = T1H2, as
follows:

Gl = He

−
P11 P12

P>
12 P22

0 0

[A + BK1 B(K2 − Im) 0
0 0 Im

]
−He

 0
Im
0

 [T1K1 − Z1 T1(K2 − Im)− Z2 0
]

−He

 0
0
T2

 [K1(A + BK1) K1B(K2 − Im) K2 − Im
]

−He

 0
T3

0

 [K1(A + BK1) K1B(K2 − Im) K2 − Im
] .

It is straightforward to check that the above expression
corresponds to the matrix in (40), which then implies Gl > 0,
and by (41) implies (13) for almost all x ∈ S(W, 1) thus
completing the proof. �

Since the dz function is zero around the origin, a necessary
and sufficient condition for local asymptotic (and exponential)
stability of the origin for closed loop (4) is that matrix
A+BK1 is Hurwitz. The advantage of using more advanced
conditions, such as those of Theorem 3, is that of obtaining
nontrivial estimates S(W, 1) of the basin of attraction. The
next proposition provides a useful means for maximizing the
size of this estimate by guaranteeing the inclusion

E(P̂ , 1) := {x ∈ Rn : x>P̂ x < 1} ⊂ S(W, 1), (42)

so that minimizing P̂ in some suitable way ensures enlarged
estimates S(W, 1).

Proposition 3: Given any scalar τ > 0, if there exist
matrices P̂ ∈ Sn>0, T̂ ∈ Dm

>0, Q11 ∈ Sn>0, Q12 ∈ Rn×m,
Q22 ∈ Sm, T1 = diag{t1, . . . , tm}, T2 ∈ Dm

>0, T3 ∈ Dm,
Z1 ∈ Rm×n, Z2 ∈ Rm×m satisfying (38), (39), (40) and

1

2
He

[
P̂ − P11 −2(P12 +K>1 T̂ )

0 −P22 − (K2 − Im)>T̂ − T̂ (K2 − Im)

]
> 0,

(43)

then the origin is locally exponentially stable for closed loop
(4) and its basin of attraction contains set S(W, 1) defined in
(20), which satisfies inclusion (42).
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Ψ3 := He

−
 P11 P12

P>12 P22

0 0

[ A+BK1 B(K2 − Im) 0
0 0 Im

]

−

 0 0 0
T1K1 − Z1 + T3K1(A+BK1) T1(K2 − Im)− Z2 + T3K1B(K2 − Im) T3(K2 − Im)

T2K1(A+BK1) T2K1B(K2 − Im) T2(K2 − Im)

 > 0

(40)
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Fig. 3. Example 2: the left figure shows the set S(W, 1) (in black) obtained
when solving (44) and the maximized ellipsoid E(P̂ , 1) ⊂ S(W, 1) (dashed
red ellipse). On the right we see the set S(W, 1) obtained when minimizing
the trace of P11.

Proof. The proof of local exponential stability with S(W, 1)
contained in the basin of attraction has been already given
in Theorem 3. We prove below that the additional LMI (43)
ensures (42). To this end, it is enough to show that (x>P̂ x <
1)⇒ (S(W, 1) < 1), which holds if we show that

x>P̂ x > V (x), ∀x ∈ Sh.

By using the global sector condition in (5) with T = T̂ , the
inequality above is ensured if

x>P̂ x− V (x)− dz(u)>T̂ (u− dz(u)) > 0,

which can be checked to be a quadratic form in
[ x

dz(u(x))

]
involving the positive definite matrix in (44), thus completing
the proof. �

Remark 4: As expressed in Theorem 3 and its proof,
the trick used to handle t2i which appears in Φ̄3 consists
in replacing it by τti, where τ is upper bounded by T1.
Moreover, τ may be either a scalar (as suggested in Theorem
3) or, when the dimension of the input is small, may be set
as a vector, thus allowing us to replace (39) by ti > τi,
for all i = 1, . . . ,m. The selection of a suitable τ may
be performed either with a simple grid search or cast in a
nonlinear optimization procedure (such as the fminsearch
Matlab function) including a convex optimization problem
based on Proposition 3, corresponding to

min
P̂ ,Q11,Q12,Q22,

T̂ ,T1,T2,T3,Z1,Z2

Tr(P̂ ), subject to: (44)

(38), (39), (40), (43).

The objective function given by the trace of P̂ is used as
an indication of the size of the estimate of the basin of
attraction. Example 2 reported below illustrates the use of this
optimization criterion. ?

Example 2: Consider the load balancing example reported
in [23, Ex. 1.1] corresponding to the closed loop (4) with:

A =

[
0 1
1 0

]
, B =

[
0
−5

]
, K1 =

[
2.6 1.4

]
, K2 = 0.

For this example, we first solve the conditions of Theorem 3
and Proposition 3 adopting the optimization strategy proposed
in Remark 4 and minimizing the trace of matrix P̂ as in
(44). The resulting level set S(W, 1) is shown in black at the
left of Figure 3 (already reported in Figure 1). The boundary
of the set E(P̂ , 1) is shown in dashed red and is contained
in S(W, 1), as proven in Proposition 3. The dashed-dotted
magenta ellipse in the same figure corresponds to a quadratic
estimate of the basin of attraction obtained with the analysis
results in [23, Prop. 3.1], illustrating the increased ability of
providing improved estimates of the basin of attraction with
sign-indefinite quadratic forms and Theorem 3. The dotted
blue lines denote the boundaries of set Sh in (6), where the
local sector condition (8) is valid (and where function W
coincides with V ). The peculiar shape of these boundaries
is obtained thanks to the term H2dz(u(x)) in (7).

The black level set S(W, 1) shown at the right of Figure 3
corresponds to replacing problem (44) by a heuristic approach
minimizing the trace of P11 (the upper left subentry of P
associated to vector x, as per (11)) under constraints (38)–(40).
While this criterion only indirectly addresses the maximization
of the set S(W, 1), the right plot indicates that it leads to
a slightly larger set S(W, 1), as compared to the solution
proposed in Proposition 3. In both cases the obtained estimates
are significantly larger than the quadratic estimates obtained
with [23, Prop. 3.1] (dashed-dotted magenta).

For this example, the optimization of Remark 4 returns a
sign-indefinite solution P corresponding to

P =

0.0428 0.0030 0.0833
0.0030 0.0100 0.0570
0.0833 0.0570 −0.0697

 ,
where we can see that P22 = −0.0697 is negative. ◦

Example 3: We present an example showing that the
Lyapunov-like function V may become negative outside Sh,
which motivates introducing function W in (21), because
S(V, 1) is an unbounded set, while S(W, 1) is bounded and
contained in Sh. Figure 4 reports the surface of V and shows
in black the level set V (x) = 1. Function V is obtained for
the exponentially unstable plant (4) with:

A =

[
0 1
0 1

]
, B =

[
−1
1

]
, K1 =

[
−0.1 2

]
, K2 = 0.9,

by solving (38)–(40) while minimizing the trace of matrix
P11, as in the right picture in Figure 3. Note that S(V, 1)
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Fig. 4. Example 3: surface of the Lyapunov-like function V (x) and the
sub-level corresponding to V (x) = 1 (in black).

is a disconnected unbounded set (unbounded in directions
where x2 grows unbounded) while S(W, 1) only corresponds
to the inner square-shaped connected set. Also in this case,
the optimal value of P is not sign definite and corresponds to

P =

 0.0152 0.0264 −0.4719
0.0264 0.1066 −5.8609
−0.4719 −5.8609 −9.6106

 .
Based on Remark 1, we may numerically investigate the
robustness of stability when the artificial saturation level
umax = 1 embedded in the controller is different from the
actual physical saturation level umax,ph trimming the plant
input. Clearly, only the cases where umax,ph ≤ umax = 1 are
interesting because the case umax,ph ≥ umax does not pose
any problem. We characterize three cases below, by picking
an initial condition close to the boundary of S(W, 1) and
perturbing the initial condition and the physical saturation
level:
• Case 1. Consider the initial condition x0 =

[
4 −0.82

]>
belonging to the guaranteed stability set S(W, 1) (indeed
V (x0) = 0.9781 < 1). When shrinking the saturation level
up to umax,ph = 0.8205 the closed-loop trajectories preserve
convergence the origin. With umax,ph = 0.8200, the closed-
loop trajectory diverges.
• Case 2. Consider the initial condition x0 =

[
4 −0.95

]>
,

which does not belong to S(W, 1) (indeed V (x0) = 1.431 >
1). The closed-loop trajectory converges to zero with umax,ph =
1 but diverges with umax,ph = 0.95.
• Case 3. Consider the initial condition x0 =

[
4 −1

]>
,

which does not belong to S(W, 1) (indeed V (x0) = 1.435 >
1). The closed-loop solution already diverges with umax,ph = 1.

Both Cases 1 and 2 show some level of robustness with
uncertain saturation levels, whereas Case 3 show that the
estimate of the basin of attraction is not too conservative. ◦

Remark 5: Similar to the observations in Remark 2 for
the global case, the analysis conditions in Theorem 3 and the
optimization problem in (44) readily extend to the case where
dynamics (4) is replaced by the more general form (31) and
may be used to address output feedback dynamic controllers
with anti-windup action. ?

B. Regional synthesis

The following theorem provides conditions to solve Prob-
lem 4 by suitably selecting feedback gains K1, K2.

Theorem 4: If there exist matrices Q11 ∈ Sn>0, Q12 ∈
Rn×m, Q22 ∈ Sm, M ∈ Rn×n, S ∈ Dm

>0, Z1 ∈ Rm×n,
Z2 ∈ Rm×m, Y1 ∈ Rm×n, Y2 ∈ Rm×m such that

Φ4 :=

Q11 Q12 0
Q>12 Q22 0

0 0 1

+ He

0 Z>1 − Y >1 Z>1i
0 Z2 − Y2 + S Z>2i
0 0 0

 > 0

(45)

and condition (46) (given at the top of next page) hold then
matrix M is nonsingular. Moreover, the origin is locally
exponentially stable for the closed loop (4) with K1 and K2

chosen as in (34), and its basin of attraction contains the set
S(W, 1) defined in (20), with functions V and W in (11), (21)
characterized by

P =

[
M−> 0

0 S−1

] [
Q11 Q12

Q>12 Q22

] [
M−1 0

0 S−1

]
. (47)

Proof. We first show that M is nonsingular, which is a
direct consequence of M + M> > 0 implied by the (3,3)
entry of Ψ4 in (46). The rest of the proof relies on Lemma 1,
by showing the two bounds (12) and (13) with r = 1.

To show (12), let us first observe that with Y2 = K2S. the
(4,4) term of (46) reads 2S−SK2−K>2 S > 0, where S > 0
by assumption, so that Fact 1 implies well-posedness of the
algebraic loop (3). Moreover, left and right multiplying Φ4 > 0
by diag(M>, S, 1) and diag(M,S, 1), respectively, and also
using Y1 = K1M and Y2 = K2S and P as in (47), we obtain
Φ1 > 0, with Φ1 as in (23). As a consequence, Lemma 3
holds and function W in (21) is Lipschitz continuous (item
(i)) and satisfies (12) with r = 1 (item (iii)).

To show (13), item (ii) of Lemma 3 ensures S(W, 1) ⊂ Sh,
which allows applying the local conditions (8) of Fact 4 to all
x ∈ S(W, 1). In particular, we exploit Facts 4 and 5 evaluated
with T = S−1 and the change of variables

Z1 = H1M, Z2 = H2S, (48)

Q11 = M>P11M, Q12 = M>P12S, Q22 = SP22S,

following similar steps to the proof of Theorem 2
on an extended space parametrized by η :=[
x> dz(u(x))> ẋ> ḋz(u(x))>

]>
, which satisfies

bound (35). Recalling that W (x) = V (x) for all x in the
open set S(W, 1), we have

Ẇ (x) ≤ Ẇ (x) + 2dz(u)>S−1(u− dz(u)− h(x)) (49)

+ 2ḋz(u(x))>S−1(u̇(x)− ḋz(u(x)))

+ 2dz(u(x))>S−1(u̇(x)− ḋz(u(x)))

− 2η>N(−ẋ+ (A+BK1)x+B(K2 − Im)dz(u(x)))

= −η>Ψ̄4η, for almost all x ∈ S(W, 1).
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Ψ4 := He

−
 Q11 Q12

Q>12 Q22

0 0

[ 0 0 In 0
0 0 0 Im

]
−


AM +BY1 BY2 −BS −M 0
Y1 − Z1 Y2 − Z2 − S Y1 Y2 − S

AM +BY1 BY2 −BS −M 0
0 0 Y1 Y2 − S


 > 0 (46)

By selecting N =
[
M−> 0 M−> 0

]>
in (49), and

using the change of variables (48), together with Y1 = K1M
and Y2 = K2S, we get

Ψ̂4 = diag(M>, S,M>, S)Ψ̄4diag(M,S,M, S)

= He

−
 Q11 Q12

Q>
12 Q22

0 0
0 0

[ 0 0 In 0
0 0 0 Im

]

−He


 0

Im
0
0

 [ K1M − Z1 K2S − Z2 − S 0 0
]

−He


 0

0
0
Im

 [ 0 0 K1M K2S − S
]

−He


 0

Im
0
0

 [ 0 0 K1M K2S − S
]

−He


 In

0
In
0

 [ AM + BK1M BK2S −BS −M 0
] ,

which coincides with Ψ4 appearing in (46), and is positive
definite by hypothesis. As a consequence, Ψ̄4 > 0 which, by
(49), implies (13) with r = 1, thus concluding the proof. �

Remark 6: From Theorems 3 and 4, one can recover the
global conditions of Theorems 1 and 2 by setting Z1 = 0
and Z2 = 0. In particular, the observations in Remark 3 apply
also to the regional case, and we expect the main source of
conservativeness to come from the fact that the multipliers Ti
of the sector-like conditions are set to be the same (and equal
to S−1) in the synthesis LMIs, to preserve convexity. ?

Similar to the discussion after Theorems 2 and 3, is it
useful to provide guaranteed performance criteria that may
be enforced together with the LMI conditions (45), (46) of
Theorem 4. The next two propositions provide parallel results
to those of Propositions 2 and 3 for the regional synthesis
results of Theorem 4.

Proposition 4: Given a desired convergence rate α > 0, if
there exist matrices R ∈ Sn>0, Q11 ∈ Sn>0, Q12 ∈ Rn×m,
Q22 ∈ Sm, M ∈ Rn×n, S ∈ Dm

>0, Z1 ∈ Rm×n, Z2 ∈ Rm×m,
Y1 ∈ Rm×n, Y2 ∈ Rm×m satisfying (45), (46), and (37),
then matrix M is nonsingular. Moreover, the origin is locally
exponentially stable for the closed loop (4) with K1 and K2

chosen as in (34), and its basin of attraction contains set
S(W, 1) defined in (20), with functions V and W in (11), (21)
characterized by (47). Moreover, the eigenvalues of A+BK1

have real part smaller than −α.
Proof. The proof is a straightforward combination of the

proof of Theorem 4 and Proposition 2. �

Proposition 5: If there exist matrices P̂ ∈ Sn>0, Q11 ∈ Sn>0,
Q12 ∈ Rn×m, Q22 ∈ Sm, M ∈ Rn×n, S ∈ Dm

>0, Z1 ∈ Rm×n,
Z2 ∈ Rm×m, Y1 ∈ Rm×n, Y2 ∈ Rm×m satisfying (45), (46),
andM +M> −Q11 In −Q12 − Y >1

In P̂ 0
−Q>12 − Y1 0 −Q22 + 2S − Y2 − Y >2

 > 0,

(50)

then matrix M is nonsingular. Moreover, the origin is locally
exponentially stable for the closed loop (4) with K1 and K2

chosen as in (34). Finally, its basin of attraction contains set
S(W, 1) defined in (20) (with V in (11) characterized by (47)),
and the set S(W, 1) satisfies inclusion (42).

Proof. The proof of local exponential stability of the origin
with basin of attraction containing the set S(W, 1) has been
given in Theorem 4. We prove below that inclusion (42) holds.
To this end, by Proposition 3, it is enough to show that (50)
implies (43), which we do in the rest of the proof.

To prove (43) apply a Schur complement to (50) to obtain[
M +M> − P̂−1 −Q11 −Q12 − Y >1

−Q>12 − Y1 −Q22 + 2S − Y2 − Y >2

]
> 0,

and then observe that (P̂−1−M>)P̂ (P̂−1−M) ≥ 0 implies
M +M> − P̂−1 ≤M>P̂M , so that[

M>P̂M −Q11 −Q12 − Y >1
−Q>12 − Y1 −Q22 + 2S − Y2 − Y >2

]
> 0.

Finally, pre- and post-multiplying the previous inequality by
diag(M>, S) and diag(M,S), respectively, and recalling that
Y1 = K1M and Y2 = K2S, we obtain (43). �

Remark 7: Combining the results of Propositions 4 and 5,
we may optimally choose the gains K1 and K2 by first fixing a
desired convergence rate α, and then solving the optimization

min
R,P̂ ,Q11,Q12Q22,
M,S,Z1,Z2,Y1,Y2

Tr(P̂ ), subject to: (51)
(45), (46), (37), (50)

so that the size of the estimate of the basin of attraction
S(W, 1) is maximized by minimizing the trace of P̂ , while
guaranteeing the local convergence rate α. This type of trade-
off is well explored in Example 4 discussed below. ?

Example 4: Consider the longitudinal dynamics of an F8
aircraft from [28], modeled by plant (1) with matrices[
A B

]
=


−0.8 −0.006 −12 0 −19 −3

0 −0.014 −16.64 −32.2 −0.66 −0.5
1 −0.0001 −1.5 0 −0.16 −0.5
1 0 0 0 0 0

 .
To design K1 and K2, we solve optimization (51) for a
number of selections of target convergence rates α ∈ [1, 4].
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Fig. 5. Example 4: trade-off between the local convergence rate α and the
optimization criterion Tr(P̂ ) in the synthesis conditions of Theorem 4 (blue
curve) and the analysis conditions of Theorem 3.

The corresponding optimal costs (Tr(P̂ ))−1 are represented
in logarithmic scale by the blue dots in Figure 5. The trade-
off blue curve interpolates the evaluated points. We recall that
the minimized trace of P̂ is only an indication of the size
of the basin of attraction B, due to the property E(P̂ , 1) ⊂
S(W, 1) ⊂ B.

To illustrate the reduced conservativeness of the analysis
conditions of Theorem 3 and Proposition 3, as discussed in
Remarks 3 and 6, the red dots in the same figure report
the actual local convergence rate α (easily evaluated as the
maximum real part of the eigenvalues of A + BK1) and the
performance criterion Tr(P̂ ) evaluated by solving the opti-
mization in (44) with the corresponding gains. As one may see,
both the estimated α (by inequality (37) of Proposition 4) and
the estimated trace of P̂ (by inequality (50) of Proposition 5)
in the synthesis conditions are significantly worse than those
of the analysis case.

To illustrate the numerical conditioning of the obtained
matrices, we report below the values of the gains obtained
for α = 3.5, corresponding to

K1 =

[
−0.0716 0.1813 −2.2395 −0.8175
3.0745 −1.2914 10.8585 12.8640

]
K2 =

[
0.8391 0.0293
0.7123 0.8391

]
inducing the following eigenvalues of A + BK1 ∈ R4×4:
−3.5733 ± 0.5560i; −3.7880 ± 1.6975i, which confirm the
desired convergence rate higher than 3.5. ◦

VI. CONCLUSIONS

We proposed a new class of sign-indefinite quadratic forms
for the stability analysis and control design of nonlinear
control laws for linear systems with input saturation. Both
local and global stability analysis and synthesis results are
presented, in terms of convex optimization problems, using
the arising piecewise smooth Lyapunov functions.

Numerical examples testify the substantial improvement
over the existing results, showing that non-quadratic Lyapunov
function have the ability to show global stability of some

systems for which a quadratic function fails to exist. More-
over the numerical results highlight that improvements also
emerge from relaxing the positivity of the quadratic form. For
regional stability, a non-linear generalized sector condition is
introduced and numerical examples illustrate the improvement
of the estimates of the basin of attraction. Indeed, more general
shapes than mere ellipsoids are obtained thanks to the implicit
definition of the Lyapunov function.

Future work includes the investigation of efficient schemes
for the solution of implicit functions induced by the use of
nonlinear control laws. We will also investigate the design of
dynamic non-linear output feedback laws and their application
to the design of anti-windup compensators. Furthermore, an-
other interesting direction is to consider other nonlinearities,
possibly combined with saturation, as for example quantizers,
backlash or friction functions, with the aim of improving the
characterization of an asymptotically stable attractor.
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