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Abstract: The main objective of this work was to find the most efficient method to interpolate metal
oxide gas sensor used in a pulsed-temperature operating mode. This pulsed thermal profile is
obtained by applying 6 power steps of 2 s each on the heater resistor. The experimental values of the
sensing layer resistance, with a sampling time of 4ms, were interpolated by using two different static
methods: a polynomial modelling and a neural network modelling, and one dynamic method: the
diffusive representation. Then, the results have been compared in terms of precision and number of
useful output data, as minimum as possible for high performance and rapid data treatment which is
great of interest in embedded systems. The best results are obtained with the diffusive representation;
it allows converting 500 measurements into 11 output coefficients.

Keywords: metal-oxide gas sensors; pulsed-temperature operating mode; diffusive representa-
tion; interpolation

1. Introduction

Metal-oxide thin film sensors have been widely used for gas sensing applications
thanks to their sensitivity toward a large variety of gases [1]. Modulating the temperature
of a micro-hotplate gas sensor allows increasing the sensitivity and/or selectivity toward
various gases [2–14]. In some cases, the transient behavior of the sensing resistance, lo-
cated just after a temperature change, is used to discriminate gases by comparing signal
shapes [10,11]. In these cases, it is necessary to use powerful interpolation systems associ-
ated with mathematical analysis, as discriminant factorial analysis or neural network for
example [15–23]. Many studies have tried to model the sensors responses by physical or
physico-chemical models, but always for thermodynamically stable behaviors, that is to
say at a constant temperature or variation until steady state [24–26]. It is almost impossible
in pulsed mode, hence the interest of using mathematical modeling or interpolation.

As soon as a temperature-modulated mode and a decision-making system have
been employed, a behavioral model is required to link them. Thus, the sensitive resistance
response curves must be interpolated before being injected into the decision-making system.
Mathematical models, as polynomial and neural network models, are commonly used to
realize this stage [27–34]. In our study, a fractional model, usually employed in several
domains (control systems, electromechanical systems, electronics, . . . ), called diffusive
representation [35,36] will be compared to two standard mathematical models. The greatest
difficulty to interpolate the signal is due to the high nonlinearity created by the transition
between the fast thermal effect at the beginning of the step (during the first 100 ms) and
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the slow diffusive effect (during the rest of the step). The interpolation principle of the gas
sensor response is shown in Figure 1.

Figure 1. Interpolation principle of the gas sensors response.

2. Experimental
2.1. Micro-Hotplate Metal Oxide Gas Sensor

A micro-heater structure has been developed and optimized at LAAS-CNRS in order
to be able to work until 550 ◦C with low power consumption (55 mW at 550 ◦C) and
with very low response time (or thermal inertia). The platform consists of a silicon bulk
on which a thermally resistive bilayer SiO2/SiNx was grown (with low residual stress).
Afterwards, a platinum metallization was realized by lift-off to define a heating resistor.
Contacts were opened in a previously deposited SiO2 passivation layer. Then, platinum
electrodes of the sensing resistor were deposited by evaporation. Finally, the rear side of
the bulk was etched to release the membrane in order to increase the thermal resistance
and then to limit thermal dissipation. It is then possible to deposit a gas sensitive layer
as various metal-oxide layer to form the sensing thin film resistor. Pictures of the final
component are presented in Figure 2.

Figure 2. Micro-hotplate gas sensor: (a) cross sectional view, (b) chip top view, (c) chip packaged on
a TO-5 support.

2.2. Experimental Setup

The sensors are placed into a test chamber where gas is flowing as shown in Figure 3.
The composition and relative humidity rate of the gas mixture are controlled by Mass
Flow Controllers and the global flow rate is checked at the outlet with a flowmeter. The
heating and the sensing resistors are connected to an acquisition boards able to control
simultaneously the power applied to the heater and measure the sensitive layer resistance.
The sensing resistor measurement sampling period is 4 ms. The whole test bench is
automatically controllable thanks to a suitable interface and a dedicated software.
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Figure 3. Picture and diagram of the test bench.

2.3. Experimental Protocol

An optimized temperature-modulated profile applied to the heater resistance has
been studied. The optimization has consisted in finding the profile that permits the fastest
stabilization of the sensor and the best gas discrimination with the different steps. The
profile consists in 6 steps, with a reference applied power fixed at 55 mW that corresponds to
the highest temperature usable (550 ◦C) (calibrated by IR camera measurements). Between
each reference step, a lower power step is applied. The 3 steps of power are 45 mW (400 ◦C),
35 mW (300 ◦C) and 25 mW (200 ◦C), for the second, fourth and sixth step respectively. As
the duration of each step is 2 s, the total number of sample is 500 for each step (3000 samples
per cycle). This cycle of 6 steps is continuously repeated throughout the test under various
sequential atmospheres (air, CO, air, C3H8, air, NO2, air, and then combination of mixtures).
The profile applied to the micro-heater and the corresponding sensitive resistance response
under air (as an example) are presented in Figure 4. The different shapes of transient
responses under different gases have been presented in [11].

Figure 4. Cont.
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Figure 4. Power profile applied to the heater (a) and example of sensitive resistance variations under
air (b).

3. Results and Discussion

In order to simplify the output data of the sensing resistor, several models have been
studied: two well known mathematical modeling (polynomial and neural network) and an
approach based on a linear modeling (diffusive representation). Each model was compared
with the output data and the quantity of useful coefficients introduced by each type of
model was investigated (to minimize them).

3.1. Polynomial Modeling

The first mathematical interpolation considered is the polynomial modeling. It applies
to many cases and its interest lies in its simplicity. This model allows interpolating very
difficult curves by increasing the order of the polynomial used. With this technique, it is
possible to deal with problems of very complex modeling without any prior knowledge on
the dataset. It is widely used to determine empirical laws from experimental measurements.

There are several software for the calculation of numerical coefficients; in our case,
we used Matlab with the “Curve Fitting Toolbox”. We worked on the data presented in
the Figure 4. The interpolation is done for each step separately. The minimum polynomial
order used is 9 to approximate correctly experimental data but it is also the highest degree
available in this toolbox. The lower levels give worse results. The obtained results are
shown in Figure 5.

A very high drift between the sensor’s response and the polynomial modeling, located
in the first one hundred milliseconds after each step transitions, is observed. The maximum
drift is around 85% and the mean drift is close to 2%. This method is not suitable for
this type of curve because the drift values are too high, especially in the first hundred
milliseconds where the maximum information for discrimination is located.
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Figure 5. Comparison between the sensor’s response and the polynomial modeling (a) and difference
between both (b).

3.2. Neural Network Modelling

Another well known interpolation technique is the use of a neural network. There are
many different networks, depending on the application and in the case of interpolation,
the most suitable is called “Feed Forward” network without backpropagation as presented
in Figure 6.

Figure 6. Neural network commonly used for interpolation.
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The results presented were obtained with the “Neural Fitting Toolbox” of Matlab. The
architecture is defined according to the number of hidden neurons (S1) and the number of
output neurons (S2). According to a study done on several different architectures, the best
results were obtained using 50 hidden neurons and one output neuron. The interpolation
obtained with 50 hidden neurons is shown in Figure 7.

Figure 7. Comparison between the sensor’s response and the neural network modeling (with 50
hidden neurons) (a) and difference between both (b).



Electronics 2021, 10, 2578 7 of 12

The greatest difference between the sensor’s response and the modeling by neural
network is, as in the case of the polynomial modeling, in the first hundred milliseconds
after each step transition. However, the maximum relative difference is only around 19%
and the mean value is close to 1.2%.

This model could be interesting (more suitable than the polynomial model) for inter-
polation of our transient curves but the number of hidden neurons is very high. A neural
network with 50 hidden neurons and one output neuron represents a total of 102 different
coefficients to be treated. In other words, it is necessary to use 102 coefficients to describe
500 measurement points. For the use of a decision-making system, the descriptor level
measurement is divided by 5, but it’s still a lot of variables. Another point is the calculation
programming of the neural network. Such an algorithm, with a hundred coefficients, can
be heavy computation time. Indeed, convergence loops are used during the learning in
order to adapt the input to the output according to the coefficients. The time to reach the
target values can be long depending on the shape of the curves.

3.3. Diffusive Representation
3.3.1. Model Presentation

The linear modeling studied uses the concept of “diffusive representation”. A physical
system that contains dynamic phenomena can be approximated by an operator as defined
by following Equation (1).

H(p) =
∫ +∞

0

µ(ξ)

p + ξ
dξ (1)

where H is the operator, µ the diffusive representation function, ξ the frequency variable,
and p the Laplace variable. A diffusive nature physical system can be expressed as an
infinite sum of fractions as defined in the Laplace domain. It has been shown that it was
possible to simplify the representation of linear dynamic inputs/outputs [37,38]. We were
interested in the use of the concept of linear system inputs/outputs for the modeling and
identification of these coefficients [39] for the dynamic responses of our gas sensors.

These responses can be considered as an image of a superposition of several different
physical phenomenon (chemical reactions, grain boundary barriers, thermionic emission,
. . . ). The system thus has a fractional character: it is the sum of several phenomena
with different time constants, low values (surface chemical reactions, thermal transition
resistance heating) as high values (diffusion phenomena). It is for these reasons that the
first polynomial model doesn’t work. That’s why we found interesting to use the diffusive
model to represent the sensor response as a linear dynamic model of input-output.

A state-space model has been chosen to represent the system. As presented in Figure 8,
the model consists in connecting the input and output with intermediate variables called
state variables (physical phenomenon uncorrelated variables). The complexity of the model
is then defined by the number of state variables used.

Figure 8. State-space model.

In the previous picture, A, B, C and D are matrices of the model coefficients, and X is
the vector of the state variables.
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3.3.2. Used Model

The purpose of the method is equivalent to identify the following equation system 2
with a set of experimental inputs/outputs.{

∂tX(ξ, t) = −ξX(ξ, t) + u(t), X(ξ, 0) = 0
y(t) =

∫ ∞
0 µ(ξ)X(ξ, t)dξ + Yo

(2)

The simplicity of the model lies in the fact that only the function µ(ξ) is determining
for system identification. But we have two problems with regard to this expression with
our application. First, in our case, the t variable is not continuous (one point each 4 ms).
Secondly, a real signal has an infinite spectrum (from zero to infinity), but as our measure
is sampled, the recorded signal does not contain all frequencies. This implies that we have
to determine a finite number of frequencies ξ and the integration limits must be finished
to solve this model numerically. The initial model can be approximated by the following
discrete system (3).{

Xi(n + 1) = e−ξi∆TXi(n) + 1−e−ξi∆T

ξi
u(n), i = 1, . . . , N

Y(n) = ∑N
i=1 µiXi(n) + Y0

(3)

In this form, the system can be solved by defining the model order N, the values of ξ
and using our data inputs/outputs measured. After some calculations, a simple expression
for the calculation of state variables is obtained (4).

Xi(n) =
N

∑
l=1

e−ξi(n−l)∆T
(
1 − e−ξi∆T)

ξi
u(l − 1) (4)

The following Equation (5) is derived from the system (3) for the direct calculation of
the vector µ (specific for the identification of our model).

Ymeasured(n) = (X1(n), . . . , XN(n))

 µ1
...

µN

 = C(n)µ + Y0 (5)

The vector C(n) is defined according to the state-space representation (Figure 8). The
calculation of this vector is derived from Equation (4).{

Ci(0) = 0
Ci(k) = e−ξi∆TCi(k − 1) + 1−e−ξi∆T

ξi
u(k − 1), i = 1, . . . , N ; k = 1, . . . , M

(6)

where M is the number of measurements equal to M = Tf − Ti/∆T, Tf final time, Ti initial
time, ∆T sampling period.

Once identified the specific distribution µ, we can calculate the output simulated by
the model (7).

Ycalculated(n) = ∑N
i=1µiXi(n) + Y0 (7)

In summary, the use of this model can be summarized in three main steps:

• To set the system order (N). It is the number of state variables X and the number of
values ξ.

• To define ξ, specific variables to the frequency domain. We have to define the number
of decades on which our model is used (respecting the Shannon’s theorem). Then, we
calculate the values of our vector for the number N, between frequencies terminals
defined, for a logarithmic spacing between points.

• To provide a set of input/output measurements.
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3.3.3. Model Optimizations

In order to optimize the modeling, two parameters have been studied for each step of
the profile: the number of decades used (D) and the system order (N).

First, the number of decades used has been investigated. To conduct this study, the
system order has been set to 10 and the behavior of the model for three decades amounts
(1, 3 and 5) has been observed. The results are reported in Figure 9. The best result,
in all cases, is obtained with 3 decades. Higher values were also tested, but the signal
deteriorates rapidly.

Figure 9. Simulated responses for different modeling decades (a) and different modeling orders (b).

Then, the system order has been considered. The decades amount has been set to 3
and 3 orders (5, 10 and 15) have been studied. The results are also reported in Figure 9. The
best result, for all steps, is obtained with an order system equal to 10.

Since the order system was set at 10, this new model only consists of 11 coefficients:
10 values of µ and Y0.

3.3.4. Model Performance for the Interpolation

Now that we have optimized the performance of this model (3 decades and the order
of the system equal to 10), we can implement it in Matlab and compare these results to
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those of the actual output. Overlayed curves and the difference between both are given in
the following graphs (Figure 10).

Figure 10. Comparison between the sensor’s response and the diffusive representation modeling (a)
and difference between both (b).

The greatest difference between the sensor’s response and the diffusive representation
is located, as in the case of previous modeling, in the first hundred milliseconds after each
step transitions. The maximum deviation is around 21% and the mean value is close to
0.1%. So, in addition to allowing a large variables reduction (11 coefficients in place of
500 measurement points), this model is very faithful to the actual response of the sensor.
Results are better than the neural network and the number of values is reduced by 50
(instead of 5 with the neural network). Moreover, the calculations to be carried out with
this model are matrix calculations, whereas they are convergence loops in the case of the
neural network; therefore the calculations are much faster with the diffusive representation.

4. Conclusions

The ability to significantly reduce the amount of sensing resistor output variables of a
metal-oxide gas sensor has been investigated. Three different methods were tested: two
static methods with the polynomial modeling and the neural network modeling, and one
dynamic method with the diffusive representation. The first model has proven not to be
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adapted to our data (high values of maximum and average deviation). The second was
more effective but the amount of coefficient was too high (102 coefficients instead of 500
measurement points). Finally, the diffusion representation proved to be the best candidate
for the data modeling: A very faithful interpolation with only 11 coefficients based on a fast
matrix calculation. Moreover, this modelling is easily implementable with many other kind
of sensors (not only for gas sensors) in a real time systems, and it presents the advantage of
being a dynamic (with another input, the modeling is still good) and linear (the output is
linear towards the input) system.

Future work will therefore focus on the use of these data with a decision-making
system under different gases.
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