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An asymmetric stabilizer based on scheduling shifted coordinates for
single-input linear systems with asymmetric saturation®

Philipp Braun! Giulia Giordano? Christopher M. Kellett! and Luca Zaccarian

Abstract— Starting from a symmetric state-feedback solution
ensuring «-exponential convergence in an ellipsoidal sublevel
set, with asymmetric saturation and single-input linear plants,
we propose a novel asymmetric scheduled extension preserving
the original symmetric solution in that sublevel set and extend-
ing the guaranteed stability region to the union of all possible
contractive ellipsoids centered at a shifted equilibrium. Our
design being based on the solution of a parametric optimization
problem, we prove continuity properties of the ensuing feedback
law and we compute its explicit state-feedback expression.

I. INTRODUCTION

While historically input saturation has been mostly studied
using symmetric limits (see, e.g., [6], [12]), recent techno-
logical challenges show that asymmetric limits often arise in
practice, thereby making the symmetric solutions (typically
based on focusing at the smallest limit) quite conservative.

As a consequence, the community started looking into
nonsymmetric Lyapunov certificates in the presence of sym-
metric stabilizers (see [1] and references therein, and also [7],
[8]). Additionally, [9] and [5] use a piecewise quadratic Lya-
punov function with symmetric stabilizing saturated linear
feedbacks, in the continuous-time and discrete-time cases,
respectively. Alternative recent techniques include symmet-
rically stabilizing a shifted equilibrium (see [2, ch. 8] and ref-
erences therein), but this comes at the cost of not stabilizing
the origin any longer. Finally, more sophisticad stabilizers
have been proposed in [13], where a switching dynamical
controller is designed, capable of exploiting the available
range of the control action on both sides of the saturation
levels. In an attempt to provide enlarged regions of attraction,
we recently proposed in [10] the design of an asymmetric
stabilizer, based on the convex scaling proposed in [3] for
the shifted stabilizer. That solution provides significantly
larger guarantees but has the drawback of 1) restricting the
achievable region of attraction with a conservative point
inclusion condition required to apply the technique in [3] and
2) reducing the local performance of the symmetric solution.

In this work we propose a novel asymmetric scheme based
on focusing on the shifted equilibrium, as in [2, ch. 8], and
continuously driving that equilibrium back to the origin by
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relying on the solution of a parametric optimization problem.
As compared to [10], this solution is not based on convex
scalings and therefore preserves the convergence rate given
by the symmetric stabilizer in its guaranteed ellipsoidal set.
Moreover, it does not require any point inclusion conditions,
therefore obtaining an estimate of the basin of attraction con-
taining all the contractive ellipsoids that can be constructed in
shifted coordinates. While the proposed framework applies to
multi-input plants, we focus most of the paper on the single-
input case, for which we can compute explicit expressions
of the control law solving the optimization. In the rest of
the paper we discuss symmetric and shifted asymmetric
stabilizers in Section II, then for the single-input case we
propose our optimization-based solution in Section III and
its explicit version in Section IV. Numerical examples in
Section V show the ability of our controller to provide greatly
enlarged certified stability regions.

Notation. For u™,u* € RZ;, m € N, satp,- ,+(u) =
max{min{u™,u}, —u~} defines the saturation, where the
maximum/minimum are to be understood componentwise.
The deadzone is defined through dzp,- ,+)(u) = u —
saty— o+)(u). For Z € R™*", He(-) denotes the function
He(Z) = Z+ Z". For Z € R™™ and z € R", Z; and
zr denote the k-th row and the k-th entry, respectively. A
vector v € R™ satisfies v < min{u",u"} if v, < u, and
v < uz for all £ € N. A symmetric positive definite matrix
P € R™ ™ can be uniquely decomposed as P = Pz P3
where P2 € R™*™ is symmetric and positive definite. We
use the norms |z| = VaTx, x € R", and |z|p = VaT Pz,
P € R™" positive definite. Finally, I € R™*"™ denotes the
identity matrix, 1 € R™ satisfies 1, = 1, k € {1,...,n}
and int(A) denotes the interior of a set A C R™.

II. SYMMETRIC AND SHIFTED STABILIZERS

We consider linear saturated continuous time systems
&= Ax + Bsat,— ,+)(u) (1)

with state z € R”, input u € R™, A € R"*", B € R"*™
and saturation limits u~,u" € R7,. We define the average
saturation range % € R™ and the average saturation center
U, € R™ as

u=3u"+u7), u=gut—u). )

For simplicity, we assume that the average saturation
range uy satisfies a = 1 for all k € {1,...,m}; this is
not restrictive and can always be assumed without loss of
generality for u~,u" € RZ by scaling the columns of B.



Assumption 1: The average saturation range satisfies u =
1 eR™ o

To convey the idea of the controller design and to obtain
explicit formulations, we restrict our presentation in most
parts of the paper to the single input case and we assume
that the matrix A is non-singular. However, by discussing
different cases and by using a more convoluted notation, the
ideas seem to extend to the multi input case and to dynamics
(1) with singular matrix A.

Assumption 2: The pair (A, B) is stabilizable and A is
non-singular. o

Of particular interest in this paper is the subspace of
induced equilibria

I={z.€eR": Az, + Bu. =0, u. € R™}. (3)

Under Assumption 2, there is a continuous mapping u. —
Zc(u.) defined as

Ze(ue) = — A" Bu,, 4

characterizing pairs of induced equilibria (z., u.) € I' x R™
through the input u. € R™. Note that, in the definition of
T', the saturation levels are not present. System (1) with u €
[~u~,u™] can only be stabilized at . if a corresponding
input satisfies u, € (—u~,u™").

In a neighborhood of the origin, we are looking for a
feedback law

u =Kz + Ldz,- ,+(u), 3)

with K € R™*" [ € R™*™ asymptotically stabilizing the
origin. Combining (1) and (5), the closed loop dynamics can
be written as

T = (A + BK).’E — (B — BL) dZ[1L77u+](u)

6
u:K.T#*LdZ[uf’qu](u). ©

To characterize regions of attraction of asymptotically
stable (induced) equilibria x., we consider sublevel sets of
quadratic functions. In particular, for £ € R>¢, . € R™ and
P € R™ ™ positive definite we define the set

EL(P)={zeR": |z —zc|p < K}. @)

Proposition 1 (Symmetric Stabilizer, [10, Theorem 1]):
Given the plant (1), let v € RZ; with v < min{u~,u"} and
let & € R>¢. Moreover, let ), € R**", W,,Y, € R™*",
U,, X, € R™*™ be a solution of the optimization problem

max

o log det(Q) ®)

subject to U >0 diagonal, Q =Q' >0
—BU + BX

AQ + BW + aQ

He[ WY X-U 0
2

U }/[k]:|>

0, k=1,...,m.
NAE
Then, for
K=W,Q,", L=XU" P=Q,'

the nonlinear algebraic loop in (5) is well posed (i.e.,
its solution is unique and Lipschitz) and function 2 ' P,x
exponentially decreases with rate larger than 2« within the
sublevel set £} (P,). Consequently, the origin of (6) is locally
exponentially stable, with basin of attraction containing the
set E3(Py). 3

The subscript v is used to indicate the dependence of
P on the selection of vector v € RY,. In particular, we
observe that LMIs (8) are homogeneous in the decision
variables, except for v,% in the constraints. Therefore, scaling
vector v in Proposition 1 by a positive scalar « leads to
scaling the corresponding optimal solution (8) by 2. More
specifically, according to (9), this corresponds to a scaled
P., = kK 2P,, whereas gains K and L remain unchanged
because the scaling cancels out (this is the reason why no
subscript is used in K and L). Finally, the certified ellipsoidal
set scales from &£} (P,) to E4(Pyy) = E§(P,). This fact is
stated in the next corollary.

Corollary 1 (Homogeneity): Let K, L, P, defined in (9)
correspond to an optimal solution of (8) for v € RT,. Then
for all k € Rxq with kv < min{u~,u"}, and with the same
gains K and L, function = T P,2 exponentially decreases with
rate larger than 2« within the set E5(P,). 4

Proposition 1 can be used to define a control law stabiliz-
ing an induced equilibrium, instead of the origin. Consider an
equilibrium pair (z., u.) satisfying (4) and assume that v~ +
Ue, U — Ug € RT,. Additionally, consider the coordinate
transformation

I =— T, and U=U— Ue.
Then, it holds that
t=1i=Az+ Bsat[uf’uﬂ(u)
= AT + Az, + Bsatp,- (0 + ue)
= AT + Awe + B(ue + satiy— o, ut—u.) (@)

= AZ + Bsaty,— o, ut—u.) (@) (10a)
with the shifted input @ selected as follows
u=Kzr+ L dz[u*+ue,u+—u€] (ﬁ) (10b)

For the shifted dynamics (10), it is evident that the same
result as that of Corollary 1 applies. This fact is stated in
the following corollary, where a more convenient expression
of u is deduced from (10b) exploiting the identities (4)
and dzp,— 4y, ut—u. (@) = dzp- u+](u), which follows
straightforwardly from (10a).

Corollary 2: Let Assumption 2 be satisfied. Consider an
equilibrium pair (z., u.) defined through (4). Given x € R
and v € RZ, assume that kv < min{u™ + ue,ut — u.},
and let K, L, P, defined in (8) correspond to an optimal
solution of (9). Then the following selection of the input u

u=u, + K(z 4+ A Bu,) + Ldzpy— ot (u) (11)
ensures that function V,_:R" — R>g

Ve, (2)=(2 — xe)TR,(x — )=z — xe|2Pv = |53|2PU (12)



exponentially decreases with rate larger than 2« within the
sublevel set & € £ (P,). Consequently, selection (11) locally
exponentially stabilizes the (induced) equilibrium z.(u.) of
(1) with basin of attraction containing the shifted ellipsoid
&; (P,) defined in (7). 4
Remark 1: Expression (11) specifies the control input u
only implicitly, even though Proposition 1 ensures that the
corresponding solution is Lipschitz. Proceeding as in [10,
Lemma 3], for the single-input case m = 1, the selection

u =, + K(x + A" Bu,) (13)
+ L(I — L)™' dzpy- 41 (ue + K(z + A7 Buc))

can be proven to be the explicit solution to (11). o

Before we conclude this section with an example putting

these results into context, we point out that an appropriate
1

coordinate transformation z — P2z, i.e.,

X=Prz = z=(P) 'y, (14
with PU% € R™ ™ symmetric and positive definite, allows us
to consider, instead of the Lyapunov function with ellipsoidal
level sets, a Lyapunov function with circular level sets,
without loss of generality. In particular, using the notation
introduced in the results discussed in this section, the func-
tion (12) reduces to the Euclidean norm in the x-coordinates,

o~

Vi : R" = R0, Vi, (X) = |[x—Xe|?. Introducing the vector
N >
C := P? A~!B, the set of induced equilibria (4) is given by

(1) = PEao(u,) = —PF A~ Bu, (15)

in the y-coordinates. While using coordinates x instead of x
is not necessary in the following sections, the interpretations
in the y-coordinates are more illustrative in some places.
Example 1: Consider the dynamical system (1) defined
through the matrices A = [ 35 7°%°] and B = [1]. From (8)'
the positive definite matrix P, = Q7' = [_0(')723594 })9862%%4]
is obtained for v = 1 and o = 0.1. In Fig. 1 the level
sets of the function V(z) = " Piz and V(x) = x ' x are
shown on the left and on the right, respectively. Here, we

g0
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Fig. 1. Level sets of the function V(x) = 2T Pix in the original
1

coordinates (left) and in the rotated coordinates x = Pfa: (right).
Additionally, the subspace of induced equilibria (3) is shown in red.

1
obtain P? = [ 57450 %’ |. In addition, the subspace

ITo avoid numerical problems, the absolute values of unknowns in (8)
are additionally constrained to be less or equal to 10. Here, (8) is solved
through CVX [4] in Matlab.

of induced equilibria I" defined in (3) is shown in red in
Fig. 1. Since v = 1, if Kk < min{u~,u"} for kK € R, then
the origin of the closed-loop system (6) is asymptotically
stable and the domain of attraction contains the set E5(P;)
according to Proposition 1 and Corollary 1.

Assume now that the saturation levels are chosen as u~ =
1.5 and u™ = 0.5. Then Proposition 1 and Corollary 1 can
be applied with v = 1 and x = 0.5 guaranteeing that the blue
sublevel set in Fig. 2 is contained in the basin of attraction
of the closed-loop system (6). Alternatively, the sublevel sets
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Fig. 2. Sublevel sets £ _(P) for different (induced) equilibria for which the
combination of Proposition 1 and Corollaries 1 and 2 guarantee asymptotic
stability of the (induced) equilibrium x. of the closed loop system.

guaranteeing asymptotic stability of the induced equilibria
2o = —A"'Bu,, u. € (—1.5,0.5), using the feedback law
(11) can be derived through Corollary 2. For u, = —0.5, the
assumptions of Corollary 2 are satisfied for x = 1, leading to
a larger sublevel set £, \(P1), compared with £§°(P1),
for which convergence to z. is guaranteed (see Fig. 2). o

III. OPTIMIZATION-BASED SHIFTED STABILIZER

Fig. 2 and the discussions above clearly indicate that
the size of the estimate of the region of attraction varies
significantly with the induced equilibrium to be stabilized.
We exploit here this potential by deriving a modified con-
troller with a larger estimate of the basin of attraction. In
particular, the basin of attraction of our modified feedback
law includes all sublevel sets £, | (P1), ue € (—u~, u't),
for which asymptotic stability of x. is guaranteed through
Proposition 1, Corollaries 1 and 2 with the shifted feedback
law (11). From this point onwards, we restrict our attention
to the single input case, i.e., we assume that m = 1.

A. Properties of the shifted stabilizer

Let P, be the solution of (8) with & = 1 defined in (2).
Then, the function 8 : [—u~,u"] — [0, 1] defined as

B(ue) = min{u™ + ue, ut — u.} (16)

|

defines the maximal value 3(u.) = & in Corollary 2 (with
v = ) such that the assumptions of Corollary 2 are satisfied.
Moreover, according to Corollary 1, the feedback law (11)
guarantees the asymptotic stability of x.(u.) with region of
attraction containing the set

u” + ue, for
ut —u,., for

Ue € [—u™, Uo)
Ue € [Uo,u™]

00 (Pa) = {z € R™: |w = we(uc)|p, < Bluc)}. (17)

Te(Ue



1
In the y-coordinates, introducing X.(uc) := P2 zc(u.)

(see (14)), the set Ef :zl:e))(Pﬁ) simplifies to

X0 (1) = {x eR™+ |x — xe(ue)| < Buc)},  (18)

which we will work with in the following. In this section
we will prove that the proposed scheduled law is stabilizing
with basin of attraction containing the union of the sublevel
sets generated by all possible values of u, € (—u™,u™),

R.= | €. Re= U 5.
ue€(—u-ut) ueC(mumu®)

19)

expressed in the z- and y-coordinates, respectively. For x €
int(R,) we consider the following optimization problem

argmin = ), (Ue)TXe (ue)

U €(—u—ut

subject to | x — xe(ue)| < Blue).

us(x) €
(20)

Based on a state x € int(R,), optimization problem (20)
implicitly defines an induced equilibrium pair (x%, u}), with
Xo=Xe(ul) := Pﬂ%:c(,(u;‘j) =—Cu} = —Pﬁ%Aleu: (21
such that x € 55:(u:)(l ) holds. Moreover, the objective
function is defined so that, from the set of feasible solutions,
the one with the shortest distance to the origin is selected.
Lemma I: Let m = 1 and assume that Assumptions 1
and 2 are satisfied. Consider the optimization problem (20)
where 3 and R, are defined in (16) and (19), respectively.
Then the following properties are satisfied:

1) For all x € int(RX), (20) is feasible, the feasible set
is convex and its interior is nonempty;
2) uwi(x) =0 forall x € 506(0)(1);
3) ui(x) satisfies |x — xe(ul)] = B(ul) for all x €
int(Ry)\E © (1);
4) uk(x) € (u,u") is unique for all x € int(R,); and
5) wi(-) :int(Ry) — (—u~,u") is continuous. a
Proof: Item 1. Feasibility follows immediately from
the definition of the function § and the set R,. Moreover,
since  is in the interior of R,, a feasible point can be
infinitesimally increased/decreased while remaining feasible.
Let x € R, and take uc,,ue, € (—u~,u™) such that |y —
Xe(tey )| < Blue, ) and |x — Xe(Ue, )| < B(te,). Then for all
A € [0, 1] it holds that

IX=Xe(Artte, + (1 = A)ue, )|
<A = Xe (e[ + (1 = A)[x — xe(ue,)|
< )\ﬁ(uel) + (1 - )‘)6(“82) < 5()\“61 + (1 - )‘)u62)‘

The last step follows from the concavity of 3 in (16).

Item 2. The second item follows immediately from (18)
together with the objective function.

Item 3. Assume that |x — x.(u})| < B(u}). Since x ¢
YOI it follows that ye(u¥) # 0, ie., u? # 0. Since
B(-), Xxe(+) and | - | are continuous functions, there exists
uf € (—um,ut) with [uff| < |uf| and [y — xe(uf)| <
B(uf). Moreover, the condition |u#| < |u*| implies that

Xe(u#) Txe(u?) < xe(uf)Txe(uy), which contradicts the
optimality of u} and thus completes the proof.

Item 4. For x € 5{?(0)(]) it holds that u} = 0 and
x(u}) = 0 and thus uniqueness follows since the objective
function satisfies |xe(ue)|?> = 0 if and only if u, = 0.
Consider now x € int(RX)\EOB(O)(I) and let w}*, u}? with
uil # ur? denote two optimal solutiolns. Due to the objective
function and the fact that x, = —P2 A~! Bu,, it holds that
uX! = —u’? and the origin can be defined as the average
uf = 0 = L(uf + u}?). Since B in (16) is a concave
function, then it holds that min{A3(u*!), B(u*?)} < B(u?) =
B(0), ie., x € 85 (01)(1 ), which implies that the optimal
solution is x* = —P2 A~ Bu¥ = 0, thus contradicting the
optimality of w)', u’2.

Item 5. Note that in the domain of interest x € int(R,),
ue € (—u~,u™T), the constraints in (20) coincide with non-
positivity of the two continuously differentiable functions
91(x; ue) =[x+ Cue|? — (u™ +ue)? and ga(x, ue) = |x +
Cue|* — (u™ — u.)?. Continuity of u}(-) then follows from
[11, Lemma 5.3(b)] and [11, Lemma 5.4(b)] which establish
lower and upper semicontinuity of w}(-), respectively. The
assumptions of [11, Lemma 5.3(b)] are satisfied since u}(+)
is restricted to the bounded domain u*(-) € [—u™,u™] (see
property LC on [11, Page 52]). The assumptions of [11,
Lemma 5.4(b)] are satisfied since the constraint qualification
(CQ) (see [11, Definition 5.3]) holds because the feasible set
is convex with nonempty interior (see item 1). [ ]

Remark 2: Lemma 1 establishes continuity of u}. Estab-
lishing stronger Lipschitz continuity is an open problem, in
general, even though geometrical considerations suggest that
Lipschitz continuity does not hold when |C| = 1. o

B. Stabilization with scheduled shifted coordinates

With Lemma 1 we are able to construct a control law
stabilizing the origin from any initial condition satisfying = €
int(R). Recall that, through the coordinate transformation
(14), there is a one to one mapping between z and Y,
therefore we can equivalently express the control law as a
function of x or z. Opting for the formulation as a function of
x, we can now state the main feedback controller proposed in
this paper, combining the results of Corollary 2 and Lemma 1
(together with Remark 1 for the case m = 1 addressed here).
The controller is given by the state feedback law

u=ut(z) + K(z + A~ ' BuX(z))) (22)
+ L(I — L)™' dzpy- 4] (ul(z) + K(z + A7 Bu}(2))),

defined through the optimal solution of (20). Based on
Lemma 1, our main theorem proves its properties.

Theorem 1: Consider system (1) with m = 1, satisfying
Assumptions 1 and 2. Let u™,u™ € Ry, let P; denote the
solution of (8) for v = u and o« > 0 arbitrary. Then the
feedback control law (22)

1) is well defined and continuous for all z € int(R,);

2) asymptotically stabilizes the origin of (1), and the basin

of attraction contains the set int(RR,). J



Proof: The proof exploits Lemma 1. The equivalence
between the coordinate representations x and z allows us to
apply the results of Lemma 1 also in the = coordinates.

Item 1. The property that (22) is well defined in =z €
int(R,) and continuity of the feedback law follow imme-
diately from the corresponding properties in Lemma 1.

Item 2. First note that, through the second item in
Lemma 1, in the set 55 ©) (Py), the modified control law
(22) and the original control law (5) coincide. Thus the
origin is Lyapunov stable and 55 (0)(Pa) is contained in
the region of attraction of the origin. Moreover, for x €
int(R,) the control law (22) coincides with (11), and thus

it stabilizes the reference point ¢ (uz) = —A~ L Bu*. Note
that by construction z € Sﬂ? ))( ). Since é'f uu*))(P)

denotes the sublevel set of pr(u*)( ) defined in (12), given
any closed-loop solution z(-) and for all ¢, the distance to
x(t) — xe(uf(x(t))) in terms of the norm ¢ — |z(t) —
xo(ut (2(1)) i

Contractivity implies that any solution starting in int(R,)
satisfies z(t) € int(R,) for all ¢ > 0. Furthermore, the
contractivity of the boundary of é'f uu*))( )> together with
the selection of the objective function in (20) implies that
t — |xc(x(t))| is a decreasing function.

It is left to show that |z.(u’(z(¢)))] = 0 is satisfied
for ¢ € Ry sufficiently large. Assume, for the sake of a
contradiction, that x.(u*(x(t))) — =¥ # 0 for t — oco. In
this case x(t) — z# for t — oo according to the definition
and the properties of the control law (11). However, the fact
that B(z#) > 0 together with the selection of the objective
function in (20) implies that |z (u’(z(t)))] |z#| for
t € R sufficiently large, leading to a contradiction. [ ]

Remark 3: Based on Theorem 1, it is possible to show
that the continuous function W : R, — R defined as

|-75 - me(uz(l’))ﬁ% + (u*(x))Q
Blug(x))? ‘
is a Lyapunov-like function for the closed-loop system.
Indeed W satisfies quadratic upper and lower bounds in
R, and decreases along the solutions of (1), (22). However,
function W would certify local asymptotic stability only if
u} is Lipschitz, which does not seem to be true in general.
o
In the proof of Theorem 1, we have exploited the fact that
the original feedback law (5) and the modified feedback law
(22) are the same in a neighborhood around the origin. This
implies that performance is locally preserved, which we state
for completeness in the following corollary. This result could
not be attained by the asymmetric solution proposed in [10],
due to the convex scaling performed therein, which reduced
by one half the convergence rate (see [3, Thm 3.3]).
Corollary 3: Let the assumptions of Theorem 1 be sat-
isfied. For z € 5ﬁ © (Pg), controller (22) coincides with
controller (5), thus locally preserving the performance.

W(z) = (23)

IV. EXPLICIT EXPRESSION OF THE STABILIZER

So far the feedback law (22) is only implicitly defined
through the optimal solution of (20). However, due to the

simplicity of the optimization problem in the single input
case, a finite set of possible optimal solutions can be derived
offline, from which the selection of the optimal solution
online is straightforward. To present the corresponding result
we use the quantity C' defined in (21) and define u} in terms
of x instead of x. Additionally, we define u#¢ € CU{4o0},

ie{l,...,6} with
wti(x) = —Ix? 4 (u7)? w2 (x) = —Ix® + (@h)?
¢ 20xTC —u=)" € 2 TC +ut)’
toapy_ X C—u” £/ (XTCP2—[CPX[>+]Cu”—x[?
Ue (X)_ 1—|C|2 ,
T 4 T 2 T2
utos ()= X CHut £VOTOP - [CPE+[Cut +x2

1—[CP?

Theorem 2: Let the assumptions of Theorem 1 be satisfied
and consider the optimization problem (20) and C' defined
in (21). If |C| = 1 define

S={ul"}n[-u
and for |C| # 1 consider

S=({uf*, uf*}n[—u", uo)U{uf",

({uf?} 0 [uo, u])

TLuo]) U

uf*}Nuo, u™)).
Then, for x € int(RX)\é’Oﬁ © (I), the optimal solution of
(20) satisfies

u}(x) € argmin, g [xe(ue)|*. (24)

Moreover, for x € 55 ©) (I) the optimal solution of (20) is
given by u} = 0. a
Note that the set S, which can be easily constructed,
contains at most 4 points. Thus, the optimal solution of (20)
is obtained by calculating and comparing the objective values
of u. € S in (24).
Proof: The fact that uX(x) = 0 for x € 55(0)([)
follows from Lemma 1, item 2. The six values u?i(x), i €
{1,...,6} are obtained by solving the constraint

|X - Xe(ue)|2 = (ﬁ(ue))2

of the optimization problem (20) for S(u.) = v~ + u. and
B(ue) = ut — u, according to the definition of 3 in (16).
The consideration of equality instead of inequality in (25) is
justified through Lemma 1, item 3. It follows from standard
calculations that u#i(x), i € {1, 2}, represent the solutions
of (25) in the case |C| = 1 while u#i(x), i € {3,...,6} are
the solutions of (25) in the case |C| # 1. Since Lemma 1,
item 1, guarantees that S # (), the assertion follows. [ |

(25)

V. NUMERICAL ILLUSTRATION

Example 2: We continue with the setting discussed in
Example 1. The closed-loop solutions using the feedback law
(22) initialized at zo = [4.8,3]" and 2y = [~1.6,—0.96] "
are shown in Fig. 3. The areas R, and R,, respectively,
for which convergence to the origin is guaranteed are shown
in cyan. The areas 55 (())(Pl) and 6’5 © (I) corresponding to
Proposition 1 are shown in blue. Even though not represented
in our figures, the solutions corresponding to the initial



3 1 1
2 0.5 e o~
~ & =
g1 = 9 [

0 N

05 ~
-1 , \

-1
2 0 2 4 -1 0 1 2
1 X1

Fig. 3. Closed loop solutions using the feedback law (22) converging to the
origin (black). Additionally, R, and Ry (cyan), 55(0) (P1) and 55(0) (I
(blue) and the subspace of induced equilibria I' (red) are shown.
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Fig. 4. Evolution of input u, state « and points u. and z. for the initial
conditions o = [4.8,3]T (left) and zp = [~1.6,—0.96] T (right). The
kink occurs when the slope of 8(ue) changes from increasing to decreasing
(left) and when the state = enters the set Séa © (P1) (right).

conditions 7oy = [4.8,3]" and ¢ = [~1.6,—0.96] " using
the original control law (5) are diverging. The time evolution
of the input u and the state x is visualized in Fig. 4, which
also shows the evolution of the reference points u,. and z..

Fig. 5 illustrates the observation of Remark 3 through the
level sets of function W in (23), for this example, together
with its decrease along the closed-loop solutions.

Example 3: To illustrate that our solution applies with any
state dimension n € N, consider plant (1) with

0.6 —0.8 0.3

A= |:O.8 0.6 0.5 (26)

} and B = [411} .
1.0 0.3 —1.0 2

Similar to the two-dimensional case in Figs. 3 and 4, esti-
mates of the region of attraction and a closed-loop solution
are visualized in Fig. 6. The control law is again obtained by
solving (8)? for v =1 and o = 0.1 and the saturation levels
are defined as v~ = 1.5 and w* = 0.5. The closed-loop

solution shown in Fig. 6 is initialized at 2o = [3.5,1.5,2.5] .

VI. CONCLUSIONS

Through a suitably scheduled shift of the equilibrium,
an enlarged estimate of the basin of attraction for bounded
control laws with asymmetric saturations has been obtained.
The control law is implicitly defined through an optimization
problem. The focus on the single input setting enables an
illustrative interpretation of the controller design and allows
for an explicit representation of the control law.

Future work will address the multi input case and re-
move the assumption that A be non-singular, by directly
representing ' through the kernel of [A, B]. To be able to
derive explicit solutions of (20) in the multi input setting, the

2As in Example 1, the absolute values of the unknowns are constrained
to be less than or equal to 10.

3 3 .
3 — o = [4.8,3]
2.5 —ay = [~1.6,-0.96]
2 2 2
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- 0
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Fig. 5. Example 2: Level sets of the function W in (23) for the dynamics
defined in Example 1 and decrease of W along the solutions of (1), (22).
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Fig. 6. Example 3: Estimates of the region of attraction and a closed-loop
solution using the feedback law (22) for dynamics (26).

optimization problem may be reduced to a one dimensional
subspace in the kernel of [A, B], depending on the state
position. Alternatively, sample-and-hold approaches may be
investigated, where equilibrium pairs (x5, u}) are only up-
dated at discrete time steps.
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