
HAL Id: hal-03597619
https://laas.hal.science/hal-03597619v2

Submitted on 28 Feb 2023

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Enforcing Vision-Based Localization using Perception
Constrained N-MPC for Multi-Rotor Aerial Vehicles

Martin Jacquet, Antonio Franchi

To cite this version:
Martin Jacquet, Antonio Franchi. Enforcing Vision-Based Localization using Perception Con-
strained N-MPC for Multi-Rotor Aerial Vehicles. IEEE/RSJ International Conference on
Intelligent Robots and Systems (IROS 2022), Oct 2022, Kyoto, Japan. pp.1818-1824,
�10.1109/IROS47612.2022.9981643�. �hal-03597619v2�

https://laas.hal.science/hal-03597619v2
https://hal.archives-ouvertes.fr


Enforcing Vision-Based Localization using Perception Constrained N-MPC
for Multi-Rotor Aerial Vehicles

Martin Jacquet1, Antonio Franchi2,1

Abstract— This work introduces a Nonlinear Model Predic-
tive Control (N-MPC) for camera-equipped Unmanned Aerial
Vehicles (UAVs), which controls at the motor level the UAV
motion to ensure the quality of vision-based state estimation
while performing other tasks. The controller ensures visibility
over a sufficient amount of features, while optimizing their
coverage, based on an assessment of the estimation quality.
The controller works for the very broad class of generic multi-
rotor UAVs, including platforms with any number of propellers,
which can be both collinear, as in the quadrotor, and fixedly-
tilted. The low-level inputs are computed in real-time and
realistically constrained, in terms of maximum motor torque.
This allows the platform to exploit its full actuation capabilities
to maintain the visibility over the set of points of interest.
Our implementation is tested in Gazebo simulations and in
mocap-free real experiments, and features a visual-inertial state
estimation based on Kalman filter. The software is provided
open-source.

I. INTRODUCTION

Unmanned Aerial Vehicles (UAVs) are increasingly used
in a large range of applications, from aerial monitoring
and exploration of vast regions, to work in high-risk and
human-denied areas. In particular, monitoring and observa-
tion activities are increasingly being deployed, for instance
for autonomous cinematography [1], or indoor building in-
spection [2].

Furthermore, the increasing efficiency, and decreasing
weight of the available cameras and computation units al-
lowed the deployment of efficient computer vision algo-
rithms on UAVs [3], [4]. Indeed, most commercial UAVs
are designed for photography, and many applications, such
as autonomous drone racing, are enforcing the necessity
of powerful and efficient embedded vision-processing algo-
rithms. Such cameras, along with the appropriate software,
are also powerful tools to fulfill the ego-localization of the
UAV, which is of paramount importance for autonomous
navigation, even more so in unstructured environments.

Onboard vision-based localization have been an active
field of study for decades, resulting nowadays in very robust,
efficient Visual-Inertial Odometry (VIO) or Simultaneous
Localization and Mapping (SLAM) software [5], [6]. In
addition, these software are proposed open-source and are
actively maintained by their developers and communities.
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However, exploiting a camera for ego-localization might
conflict with the task imposed on the UAV. For instance,
an exploration task or the transient phase toward a given
destination might drive the UAV through a feature-poor
area. Such event could compromise the quality of the pose
estimation, leading to the inability to fulfill the task, or
jeopardize the stability of the system. Such issues are promi-
nent for collinear quadrotors, the most widely spread type
of UAVs, due to their strong position/orientation coupling,
which implies the necessity to tilt in order to achieve lateral
motion (and, conversely, to move in order to tilt). Thus, the
limited sensing domain of the UAVs can be altered when
moving.

The study of perception-awareness in the intrinsic design
of the UAV controller recently arose in the literature [7]–
[10]. In these works, Nonlinear Model Predictive Controllers
(N-MPC) are used to intertwine the control of the platform
with the perception of a given object or phenomenon. This
is achieved by exploiting the nonlinear geometrical relation
between the sensor measurement and the robot pose, thus
allowing to predict, over a receding horizon, how the percep-
tion of the object of interest will evolve as the UAV moves.

However, these works are tackling the problem of ac-
tive sensing or mobile object monitoring. Such approaches
cannot be simply transposed to the monitoring of static
landmarks for vision-based ego-localization, since all the
tracked features are treated individually at all time during the
trajectory. As a result, the multiple tracking would quickly
become conflicting, as the UAV moves and new features
are discovered. Indeed, the experiments presented in the
aforementioned works rely on motion capture systems or
external VIO software, rather than exploiting the perception-
awareness of the controller to enforce the localization.

In [7], the N-MPC is given incentive to maintain the
detected features from a VIO software close to the center of
the Field of View (FoV) of the camera. Rather than consid-
ering the individual features, the controller tries to optimize
the visibility over their barycenter. However, this barycenter
is pre-computed outside of the N-MPC algorithm, which
has no knowledge of the individual features’ positions and
thus cannot ensure their visibility. Therefore, it is implicitly
assumed that enough feature points can be detected simply
by optimizing visibility over their barycenter, i.e., that the
features are dense and far from the camera. Such assumption
might be proven wrong in, e.g., some SLAM scenarios or
in exploratory tasks. Finally, the quality of the vision-based
state estimation is not considered in the framework.

In [11], an N-MPC is employed to interlace control and
vision-based localization. The authors define a data-driven
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perception model and implement a chance constraint to
produce valid observations. This approach is however path-
specific since it requires a training to build the probabilistic
model of the feature detection. Moreover, they make use of
a gimbal-mounted stereo camera, which is not commonly
found on all standard platforms. Finally, their controller relies
on differential flatness to linearize the system dynamics,
hence is neither generalized to UAVs with larger actuation
span, nor can ensure that the planned motion is feasible
by the platform real actuation which comes from the single
motor torques.

In this work, we build upon our previous works [9],
[12] to propose a new method that is able to control the
real low-level input of the platform to ensure the feasibility
of vision-based localization and optimize its quality while
performing additional tasks. Our main contribution is a N-
MPC formulation that extends the various perception-related
constraints and objectives used in the aforementioned works
to this newly formulated problem. This method is designed
for generic UAVs and computes in real-time the low-level
inputs, namely the brushless motor torques. We also follow
the approach in [13] in order to ensure that the computed
control actions are feasible for the real platform and that the
complete motion capability of the UAV is fully exploited. It
can then be interfaced with any VIO or SLAM software that
could provide the 3D pose of detected features.

In Sec. II we introduce the models of the UAV and camera.
Then, we summarily present, in Sec. III, a basic SLAM
algorithm for UAV state estimation, whose non-trivial aspects
are recalled and detailed, before introducing in Sec. IV the
new N-MPC formulation. Finally, the proposed framework
is tested in experiments and simulations in Sec. V before
concluding in Sec. VI.

II. MODELING

A. Generically Tilted Multirotor Dynamics

Similar to previous works, [9], [12], we consider the
UAVs to be Generically-Tilted Multi-Rotors (GTMR). This
model includes standard quadrotors, but goes beyond, e.g.,
hexarotors or tilted-propeller platforms.

We define the world inertial frame F
W

, with its origin
O

W
and its axes x

W
,y

W
, z

W
. The other frames are denoted

using the same convention, e.g., F
B

is the body frame of a
robot, with its origin O

B
and its axes x

B
,y

B
, z

B
. A GTMR

is defined as a rigid body of mass m and inertia J ∈ R3×3,
actuated by np ≥ 4 propellers arbitrarily placed and oriented
in F

B
. The position of O

B
w.r.t. the F

W
is denoted by Wp

B

and the unit quaternion representing the orientation of F
B

with respect to (w.r.t.) F
W

is denoted by W q
B

; and similarly
for all the other frame pairs.

The robot state x is expressed as

x = [p⊤ q⊤ v⊤ ω⊤ γ⊤]⊤ ∈ R13+np , (1a)

where, for conciseness, p = Wp
B

, q = W q
B

, v is the
velocity of O

B
expressed in F

W
, ω is the angular velocity

of F
B

w.r.t. F
W

, expressed in F
B

, and γ are the propeller
thrusts.

The dynamic equations of a GTMR are then given by

ṗ = v, (2a)

q̇ =
1

2
q⊗

[
0
ω

]
, (2b)[

mp̈
Jω̇

]
=

[
−mgz

W

−ω × Jω

]
+

[
q⊗Gfγ ⊗ q∗

Gτγ

]
, (2c)

γ̇ = u, (2d)

where ⊗ denotes the Hamilton product of two quaternions,
q∗ is the conjugate quaternion of q, g is the intensity of the
gravity acceleration. Gf and Gτ ∈ R3×np are respectively
the force and moment allocation matrices, mapping the
forces produced by each propeller to the total force and
moment acting on the body. u ∈ Rnp are the system control
inputs, and γ̇ are the time derivatives of the propeller thrusts,
directly related to the torques applied to the brushless motors,
see [13].

B. Camera Model

The camera is modeled as a punctual device rigidly
attached to the GTMR body such that the pose transformation
between the camera frame F

C
and F

B
is constant and

known. The camera field of view (FoV) has a pyramidal
shape centered around the principal axis z

C
, defined by two

angles αv and αh.
The camera complies with the pinhole camera model, and

its intrinsic calibration matrix K is known. Moreover, the
camera images are assumed undistorted, avoiding reprojec-
tion errors in the peripheral FoV. The camera thus provides
measurements c ∈ R2 of 3D points Cp = [px py pz]

⊤ that
fall into its FoV, following

pzc = K Cp (3)

These measurements are subject to an isotropic Gaussian
noise of standard deviation σc.

III. VISUAL-INERTIAL LOCALIZATION

In this section, we introduce a simple yet effective vision-
based state estimation algorithm, which covers the mini-
mum requirements needed by the proposed N-MPC control
method. Notice that any VIO or SLAM algorithm could
be used in replacement, provided the ability to retrieve the
required data, i.e., the GTMR state and the position of the
feature points detected by the camera.

For the sake of readability, in the following we denote the
GTMR state variable as in Sec.II-A, even though they refer
to estimated variables, hence are semantically different.

A. Error-state Extended Kalman Filter for SLAM

We use an Extended Kalman Filter (EKF) based SLAM
approach, presented, e.g., in [14]. Both the robot state and the
features are aggregated in the filter, and are jointly estimated
in the inertial frame (be it F

W
or F

B
at time t = 0).

In particular, we make use of the so-called error-state
Kalman filter (EKSF) [15]. This approach decouples the
nominal state (large signal) and the error-state (small signal,
thus linearizable and integrable). It allows in particular to



consider a minimal vectorial representation for the orienta-
tion error (e.g., angle-axis), while operating far from possible
singularities.

The angular rates and linear accelerations are included
in the filter, rather than used as inputs with estimated bias
correction, as it is typically done in EKF-based SLAM [14].
We motivate this choice by the requirement of providing
a filtered estimate of the angular velocities to the N-MPC,
given the model presented in Sec.II-A. Hence, we make the
assumption of pre-calibrated IMU [16].

B. State Parametrization
We chose the inertial frame F

W
to be coincident with

the initial body frame. The filter state is defined as the
concatenation of the GTMR state and feature states:

xKF = [Wp⊤
B

W q⊤
B

Bv⊤
B

Bω⊤
B

Ba⊤
B

W t⊤1 . . .W t⊤n ]
⊤, (4)

where Ba
B

is the acceleration of O
B

, expressed in F
B

,
n is the number of tracked features, and W ti is the state
of the i-th feature. The parametrization of this pose will
be discussed in Sec. III-C. The filter state and uncertainty
are propagated assuming constant linear accelerations and
angular velocities. For conciseness, the discrete-time EKSF
prediction and update equations are not recalled hereafter.
We refer to, e.g., [15] for details.

Then, the error state, whose variables are pre-fixed using
δ, and for whose reference frames have been dropped for
simplicity, is defined as

δx = [δp⊤ δθ⊤ δv⊤ δω⊤ δa⊤ δt⊤1 . . . δt⊤n ]
⊤, (5)

where δθ = Log(δq) is the angular error associated to
the orientation error δq [17]. We note that ω and δθ are
expressed in the local frame F

B
, which has an impact on

the filter equations, see [15]. Finally, the filter typically uses
measurements from the camera to observe δp, δθ and δti,
and an IMU to observe δω and δa. Additionally, other
onboard sensors can be used to improve the estimation, e.g.
a magnetometer or an altimeter.

C. Feature Representation and Measurements
The i-th observed feature state W ti can be defined in

several ways [14]. The objective is to provide the N-MPC
with a filtered estimate of the bearing and range. The filter
has a fixed size, hence a limited number of possible tracked
features n. In the following, nt will refer to the number of
landmarks detected during the task. Markers detected after
the n-th are ignored. The immediate parametrization is to
consider the 6D pose of each feature independently. This
allows the camera to observe jointly the feature and body
poses. Since the features are assumed static in the inertial
frame, they are less subject to process noise than the body
state, hence they would not drift as the GTMR moves. Thus,
we define

W ti =
[
Wp⊤

i
W q⊤

i

]⊤ ∈ R7. (6)

Nevertheless, this approach has two main drawbacks. First,
the state grows linearly, each new tracked feature adding 7
new state variables. This is counterbalanced by the small
number of features required to retrieve with accuracy the

body state. Second, the pinhole camera is not able to provide
the measurements for depth and orientation. It implies that a
geometrical a priori on the feature is needed as, e.g., in [18].
In practice, this is typically done using fiducial markers,
such as Apriltags or AruCo [19], thanks to their reliability
and practicality. Then, a pose estimation algorithm (e.g.,
IPPE [20]) allows to reconstruct the relative 6D transform
between the marker and the camera, thus the body. Finally,
the EKSF measurement is Bti.

In the following, we will refer to the fiducial markers
indifferently as “features” and “markers”.

In order to exploit such marker poses as measurements
for the EKF, the measurement noise must be estimated.
A constant Gaussian noise is not able to capture reliably
the uncertainty, in particular for the orientation part, which
is maximum when the marker is centered and orthogonal
to the camera principal axis. Since the actual Gaussian
measurement of the camera are the pixel positions of the
corners of the marker, we chose to apply a first order
propagation scheme to retrieve the 6D pose uncertainty Σti

from σc, as in [9], [21]. This is achieved by computing in
closed form, using (3), the Jacobian Jf of the inverse map

f : R3 × SO(3) → R8 (7)[
Cp⊤Cθ⊤]⊤ 7→

[
c⊤1 c⊤2 c⊤3 c⊤4

]⊤
, (8)

where Cp and Cθ are the position and orientation of the
marker in camera frame, and ci are the 4 corner pixel
coordinates. Then, the 6D pose covariance Σp,θ can be
obtained through

Σp,θ = σc(J
⊤
f Jf )

−1. (9)

Finally, the measurement covariance Σti is obtained by
further propagating Σp,θ using the Jacobians of the roto-
translation from F

C
to F

B
. We note that Σti ∈ R3×3

contains the uncertainty of the orientation Bqi expressed as
an “orientation element” ∈ SO(3) and not as quaternion
∈ Q. In order to retrieve the covariances of the 4 individual
quaternion elements, Σti needs to be transformed using the
Jacobian of the Exponential map [17].

D. Non-additive Noise

Finally, another non-trivial aspect of this approach, which
is not tackled in [15], is the use of non-vectorial measure-
ments subject to non-additive noise, namely the quaternion
Bqi. Indeed, the unit sphere of Q is not a vector space,
hence not a closed set w.r.t. summation. Yet, being a group,
it is stable by multiplication. The orientation measurement
model, using a multiplicative noise, is given by

zq = h(xKF)⊗ qv ∈ Q, (10)

where h(xKF) is the observation function for the orientation,
and qv = Exp(v) is the measurement noise, where v ∼
N (0,R) is a Gaussian noise in its angle-axis representation,
of covariance R ∈ R3×3.

Hence, the residual cannot be written as res = zq −
h(xKF). Rather, to fit the EKF formalism, the residual on



the manifold can be linearized, giving the observation model
for δx:

res = Log(h(xKF)
−1 ⊗ zq) (11)

≈ Hδx+Dv, (12)

where H =
∂h(xKF )

∂δx

∣∣∣
δx=0

and D =
∂zq

∂v

∣∣∣
v=0

are the
Jacobians used to propagate the state covariance.

A general formalism for EKSF on manifolds, using mul-
tiplicative noise measurements and detailing the equations,
can be found, e.g., in [22].

IV. PERCEPTION-AWARENESS IN N-MPC
Assuming that an external VIO software provides the

estimates of the GTMR state and the detected markers
positions, the N-MPC can be designed to ensure that the
visibility over these features is maintained while performing
a given task. Additionally, some vision-related objectives can
be included in the general Optimal Control Problem (OCP)
to modulate the GTMR behavior according to vision-based
metrics. This section first presents the perception constraints
applied on the N-MPC, then details the various objectives
integrated in the cost function. Finally, the overall OCP is
formalized.

Since the framework does not rely on any prior knowledge
of the marker poses, and that the initial configuration of the
system must allow to retrieve the robot pose, we have that
0 < nt ≤ n.

A. Perception Constraints
In order to perform a reliable state estimation, the GTMR

must always maintain visibility on a certain amount of
markers while performing its task. If not, the pose estimate
would rapidly drift due to the integration of noisy IMU mea-
surements, and consequently jeopardize the system stability.

Previous works [8], [9] included visibility coverage con-
straints for each individual tag. This is expressed, for each
feature i, as a pair of constraints on the position of the feature
position in the image plane (vertical and horizontal):

|cxi/czi| ≤ tan
αh

2
= H, |cyi/czi| ≤ tan

αv

2
= V. (13)

However, it is important to let the robot move freely
without being constrained to keep the visibility at each
instant over a specific set of markers. Hence, we propose
to integrate the constraint that “at least n > 0 marker(s)
should be visible at each instant”, which translates as the
inequality

n ≤
∑
i

ξi = ξ ≤ n, (14a)

ξi =

{
1 if the marker i is inside the FoV
0 otherwise

, (14b)

where ξi expresses the Boolean value associated with the
pair of inequalities (13). The ξi are functions of the state,
hence can be propagated over the receding horizon.

Nonetheless, these Boolean values cannot be integrated in
the N-MPC as they are, since they would induce a discon-
tinuity preventing any gradient-based optimization. This is

circumvented by approximating (14b) by a product of two
sigmoid functions:

ξi ≈
1

1 + e
−ν(H−| cxi

c zi
|)
× 1

1 + e
−ν(V−| cyi

c zi
|)
, (15)

where ν ≫ 1 defines the steepness of the transition. This
approximation needs to be tuned such that the transition is
not too steep to avoid numerical instability, but steep enough
such that the constraint (14) does not get fictitiously unsat-
isfied. In practice, ν = 100 provides a good compromise.

We note that the state estimator from Sec. III provides the
N-MPC with an estimate of the positions of all the nt known
markers. These are considered in the computation of ξ and
exploited by the algorithm, as the loss of visibility over a
feature could be compensated by the recovery of others.

B. Perception Objectives

1) Barycenter of Bearing Vectors: Additionally, a classi-
cal approach in perception-aware N-MPC is to include the
perception-related tasks directly in the cost function [8], [9].
Such objective is typically to maintain the features close
to center of the image, to increase the reaction margin to
external disturbances, while driving the GTMR away from
configurations where the constraints (13) are active.

In the formalism introduced in [9], maintaining a feature
close to the image center is efficiently expressed as the
maximization of the cosine angle βi between the i-th bearing
vector and the principal axis. This quantity, denoted with
cβi = cos(βi), can be efficiently computed in closed form
as a function of the state variables.

However, considering the markers separately is meaningful
only if they should be all observed individually. For the
sake of localization, there is no reason to optimize visibility
over some specific markers if this opposes the requested
motion task, and if some others are also available. Therefore,
similarly to [7], we decide to consider the barycenter of all
detected features, whose angle w.r.t. z

C
has to be minimized.

This can be equivalently rephrased, using the triangle in-
equality, as the minimization of

1

nt

∑
i

(1− cβi). (16)

2) Weighting the Barycenter: Considering all the nt tags
for the computation of the barycenter is not desirable, since
it would give an incentive to move the camera FoV away
from the markers that are currently detected, and are thus
actively used for the state estimation. Furthermore, in the
cost function, it is desirable to increase the importance of the
markers which are providing the best measurements, since
in turn they contribute to a better precision in the GTMR
state estimation.

These two aspects can be addressed by assigning a weight
λi for each marker in (16). This weight should be designed in
such a way that it tends to 1 as the marker estimation quality
improves, and rapidly decreases to 0 when the marker leaves
the FoV, thus providing no benefit to the estimation process.

A good metric to assess the quality of the estimation
retrieved from a Kalman filter is the volume of the ellipsoid



associated with the covariance matrix, denoted with P. This
volume can be computed using either the determinant or
approximated, at a smaller computation cost, using the trace
of P [12]. We denote the trace of the covariance matrix
concerning the i-th tag by tr(P)i.

We remark that the diagonal of a covariance matrix
composed of squared terms, hence tr(P)i > 0. Thus, a
suitable expression for λi is

λi = e−µ.tr(P)i ∈ ]0, 1[ , (17)

where µ > 0 arbitrarily defines the decreasing rate.
We note that, contrary to [12], since the N-MPC does not

include any internal representation of the EKF uncertainty,
tr(P)i cannot be written as function of the state, hence
cannot be propagated. This quantity is rather to be computed
at the initialization of each control cycle, then kept constant
over the receding horizon. It still provides an accurate
assessment of the estimation quality of each marker at a
given instant, but cannot be used to predict the effect of
the GTMR motion on this quality. To adopt a paradigm
similar to [12], the uncertainty (9) of the measurements that
the UAV would produce while moving through the horizon
could be used to weight the features, at the cost of a higher
computational load.

The λi being constant over the horizon, the normalization
of the barycenter (16) can be omitted in the minimization
problem. Hence, the perception objective is defined as

Cvision =
∑
i

λi(1− cβi). (18)

C. Optimal Control Problem

As per [9], we consider realistic physical limitations of
the motors in the N-MPC. Such limitations are equivalently
recast as constraints on γ and γ̇, whose lower and upper
bounds can be obtained through an identification campaign,
as shown in [13].

The GTMR is assigned with a motion task, defined by
an output map y = h(x) and its reference yr. The latter is
provided for the full receding horizon, e.g. using a B-spline-
based waypoint planner [23].

The motion objective CW
motion is defined as the squared

distance1 between y and yr, weighted by a diagonal matrix
W. The perception objective is weighted by a scalar w.

Finally, the discrete-time OCP, over the receding horizon
T , sampled in N shooting points, at a given instant t, is
expressed as

min
x0...xN

u0...uN−1

N∑
k=0

CW
motion,k + w

N∑
k=0

Cvision,k (19a)

1Or the geodesic distance on the unit quaternion manifold for q [24].

Fig. 1: Snapshot of the platform used in the reported experiment.

s.t. x0 = x(t) (19b)
xk+1 = f(xk,uk,pk), k∈{0,N−1} (19c)
yk = h(xk), k∈{0,N} (19d)
x ≤ m(xk,pk) ≤ x, k∈{0,N} (19e)
γ ≤ γk ≤ γ, k∈{0,N} (19f)

γ̇k ≤ uk ≤ γ̇k, k∈{0,N−1} (19g)

n ≤ ξk ≤ n, k∈{0,N} (19h)

where x(t) is the measurement of the current state and f
synthetically denotes the system dynamics, expressed in (2).
Possible motion constraints on the body state are syntheti-
cally expressed using a selection function m. The lower and
upper bounds of the inequality constraints are denoted using
respectively · and · . Finally, pk are the external parameters
passed to the N-MPC, namely the feature estimated poses
from the EKSF.

V. VALIDATION

A. Experimental and Simulation Setup
The framework is implemented in C++, using GenoM [25]

which is a middleware-independent component generator,
that can be compiled for a given middleware, e.g., ROS. The
N-MPC implementation is the one introduced in [9], based
on [26]. It uses a 4th-order explicit Runge-Kutta integrator
and implements a Real-Time Iteration solving scheme. The
simulated hardware interface and path planning are done
using the TeleKyb3 software, available on the OpenRobots
platform2. The software framework is either connected to
the flight controller, or to a Gazebo simulated system that
emulates the actual platform interface. Details on how to use
this software can be found in the provided git repository3.

The GTMR is equipped with a grayscale monocular cam-
era. In Gazebo, we use the embedded camera simulator,
with an horizontal FoV αh = 2 rad, and the aspect ratio
αh/αv = 4

3 . On the actual platform, we use an Intel
RealSense T265, rectified and undistorted to achieve a FoV
of π

2 rad, with aspect ratio 1. We use this tracking device for
its convenience, however it is only exploited as a standard
monocular camera. The camera frequency is set to 60Hz,

2https://git.openrobots.org/projects/telekyb3
3https://redmine.laas.fr/projects/N-MPC-localization

https://git.openrobots.org/projects/telekyb3
https://redmine.laas.fr/projects/N-MPC-localization


Fig. 2: Experiments with a quadrotor and a down-facing camera. The (x, y)
trajectory, with z denoted by the color gradient, following the dashed orange
reference. The circle and star are the initial and final positions, while the
black squares are the feature (x, y) positions (z = 0).

and the image processing takes about 3ms on CPU, using
OpenCV.

The state estimation of the GTMR is achieved using the
algorithm presented in Sec. III fusing the visual marker
measurements and the inertial data from an IMU whose
frequency is 500Hz. No motion capture is used in any
way. A Gaussian noise is applied on each of these inertial
measurements, of respective standard deviations 0.02rad/s
and 0.1m/s2. The EKSF frequency is set to 1kHz. In the
reported experiments, the N-MPC average computation time
is 5.2ms with a standard deviation of 1.9ms on the Intel NUC
onboard computer with i7 processor, using an horizon of 2s,
sampled in 25 shooting points.

Videos of all the reported experiments and simulations,
can be found in the attached multimedia file.

This section presents the overall behavior induced by the
N-MPC formulation (19) when a motion task is requested.
Although the observation of 1 marker is sufficient for the
ego-localization, we impose n = 2 to add redundancy and
increase the resilience to, e.g., false detections.

B. Experiments with a quadrotor

In these experiments, the GTMR is a collinear quadrotor
equipped with a down-facing camera, pictured in Fig. 1, in
order to underline the capability of the N-MPC to exploit
the nonlinear position/attitude coupling for perception.

The (x, y) desired and actual trajectories are reported in
Fig. 2. The GTMR is commanded to move forward of about
2m at constant height z = 1m. As the distance to the
left side markers increases, the quadrotor flies upwards to
maintain the visibility. In the upper graph, as the right-hand
side tags enter the FoV, the quadrotor starts to descend,
maintaining visibility over the newly detected features.

Fig. 3: Simulation with a tilted-propeller hexarotor and a down-facing
camera. Above, the (x, y) trajectory using the same presentation as Fig. 2.
Below, the roll/pitch angles of the tilted-propeller hexarotor, as well as the
6 propeller thrusts, over time.

In the experiment reported in the lower graph, as there is
only one marker visible from the final position, the quadrotor
does not reach the final position in altitude, but hovers at a
higher altitude enforcing (19h).

C. Simulation results
1) Motion with a tilted-propeller hexarotor: A similar

simulation performed with a tilted-propeller hexarotor tasked
to move forward by 4m with z =1.5 m is presented in
Fig. 3. The hexarotor achieves a better trajectory tracking
than the quadrotor, exploiting at best its larger actuation
span both during the transient and final hovering phases. In
the lower graph, we can see (around 3.5 s) that the N-MPC
forcibly reaches the lower bound for 2 propellers while tilting
independently from translating, in order to maintain the
visibility. Finally, the hexarotor pitches in order to maintain
visibility over the newly detected markers, while staying in
the desired position.

2) Motion along a longer path: The previously reported
results illustrate the capability of the N-MPC to modulate its
trajectory to ensure the feasibility of the localization. In this
subsection, we show how Cvision allows to mitigate a given
reference to follow a feature-full path.

We propose a simulation where the GTMR follows a 16
meters long path, at constant height. As reported in Fig. 4,
the markers are placed aside from the main path, in such a
way that the quadrotor modulates its (x, y) trajectory w.r.t.
its reference, in order to maintain visibility. The hexarotor,
however, exploits its larger actuation and the ability to
tilt independently from the translation to achieve a better
tracking of the reference trajectory.

VI. CONCLUSION

In this work, we have introduced a perception-aware N-
MPC able to enforce vision-based ego-localization of the



Fig. 4: Simulations using a quadrotor (top) and a tilted-propeller hexarotor
(bottom). The same presentation as Fig. 2 is used. Both N-MPC are tuned
with the same set of weights.

GTMR while performing additional tasks. We build upon
previous works to formalize a suited set of constraints and
objectives for this application. We also included in our frame-
work an assessment of the quality of the feature detection, in
order to generate motion such that the overall state estimation
is improved. The controller considers the full nonlinear
dynamics of the GTMR, and imposes realistic constraints
of the low-level actuation. We presented the behavior of the
controller with two GTMR designs in Gazebo simulations,
performing EKSF-SLAM with monocular camera measure-
ments and inertial data, on which we imposed a Gaussian
noise. Finally the framework was tested on a real quadrotor,
to show its capability to control a real platform in a motion
tracking task, while satisfying the visibility requirements.

This work could be extended further with the integration
of a more advanced existing VIO software, allowing the
removal of fiducial markers and a larger scalability w.r.t.
the amount of features considered. Moreover, an exploratory
behavior could be induced in the cost function through the
discovery of new markers, whilst enforcing constraints on the
currently detected ones to ensure the state estimation. Such
exploratory behavior could be enabled by the introduction
of a probabilistic distribution of markers, e.g. with a raster-
ization of the environment in cells which may or may not
contain feature. Finally, a better perception model for the
markers could be defined, accounting for their orientation
and possible occlusions.
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[17] J. Solà, J. Deray, and D. Atchuthan, “A micro Lie theory for state
estimation in robotics,” Tech. Rep., 2018.

[18] J. Thomas, J. Welde, G. Loianno, K. Daniilidis, and V. Kumar,
“Autonomous flight for detection, localization, and tracking of moving
targets with a small quadrotor,” IEEE Robotics and Automation Letters,
vol. 2, no. 3, pp. 1762–1769, 2017.
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