CHEBYSHEV AND EQUILIBRIUM MEASURE VS BERNSTEIN AND LEBESGUE MEASURE

Jean-Bernard Lasserre

To cite this version:

Jean-Bernard Lasserre. CHEBYSHEV AND EQUILIBRIUM MEASURE VS BERNSTEIN AND LEBESGUE MEASURE. 2023. hal-04043186

HAL Id: hal-04043186
https://laas.hal.science/hal-04043186
Preprint submitted on 23 Mar 2023

HAL is a multi-disciplinary open access archive for the deposit and dissemination of scientific research documents, whether they are published or not. The documents may come from teaching and research institutions in France or abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est destinée au dépôt et à la diffusion de documents scientifiques de niveau recherche, publiés ou non, émanant des établissements d’enseignement et de recherche français ou étrangers, des laboratoires publics ou privés.
CHEBYSHEV AND EQUILIBRIUM MEASURE VS BERNSTEIN AND LEBESGUE MEASURE

JEAN B. LASSERRE

Abstract. We show that Bernstein polynomials are related to the Lebesgue measure on $[0,1]$ in a manner similar as Chebyshev polynomials are related to the equilibrium measure $dx/\pi \sqrt{1-x^2}$ of $[-1,1]$. We also show that Pell’s polynomial equation satisfied by Chebyshev polynomials, provides a partition of unity of $[-1,1]$, the analogue of the partition of unity of $[0,1]$ provided by Bernstein polynomials. Both partitions of unity are interpreted as a specific algebraic certificate that the constant polynomial “1” is positive – on $[-1,1]$ via Putinar’s certificate of positivity (for Chebyshev), and – on $[0,1]$ via Handelman’s certificate of positivity (for Bernstein). Then in a second step, one combines this partition of unity with an interpretation of a duality result of Nesterov in convex conic optimization to obtain an explicit connection with the equilibrium measure on $[-1,1]$ (for Chebyshev) and Lebesgue measure on $[0,1]$ (for Bernstein). Finally this connection is also partially established for the simplex in $\mathbb{R}^d$.

1. Introduction

In a recent contribution [6] we have considered some specific sets $S \subset \mathbb{R}^d$ like the unit box $[-1,1]^d$, the Euclidean unit ball and the canonical simplex of $\mathbb{R}^d$, and established (in the author’s opinion) surprising connections between the Christoffel function of their associated equilibrium measure, the polynomial Pell’s equation, and a Putinar’s certificate of positivity on $S$ for the constant polynomial “1”.

The notion of equilibrium measure associated to a given set, originates from logarithmic potential theory (working in $\mathbb{C}$ in the univariate case) to minimize some energy functional. For instance, the equilibrium (Chebyshev) measure $d\phi := dx/\pi \sqrt{1-x^2}$ minimizes the Riesz $s$-energy functional

$$\int \int \frac{1}{|x-y|^s} d\mu(x) d\mu(y)$$
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with $s = 2$, among all measures $\mu$ equivalent to $\phi$. Some generalizations have been obtained in the multivariate case via pluripotential theory in $\mathbb{C}^n$. In particular, if $S \subset \mathbb{R}^n \subset \mathbb{C}^n$ is compact then its equilibrium measure is equivalent to Lebesgue measure on compact subsets of $\text{int}(S)$; see e.g. [1]. For the interested reader, some examples of equilibrium measures can be found in e.g. [3, 7].

For illustration and ease of exposition, consider the prototypical example of the univariate unit box $[-1, 1]$ and its associated equilibrium measure $d\phi = dx/\pi \sqrt{1 - x^2}$. Starting from the polynomial Pell’s equation

\begin{equation}
T_n(x)^2 + (1 - x^2) U_{n-1}(x)^2 = 1, \quad \forall x \in \mathbb{R}, \tag{1.1}
\end{equation}

satisfied by the Chebyshev polynomials $(T_n)_{n \in \mathbb{N}}$ of the first kind and $(U_n)_{n \in \mathbb{N}}$ of second kind, one easily obtains that

\begin{equation}
1 = \sum_{j=0}^{n} T_j(x)^2/(n + 1) + (1 - x^2) \sum_{i=0}^{n-1} U_i(x)^2/(n + 1), \quad \forall x \in \mathbb{R}. \tag{1.2}
\end{equation}

Interestingly, (1.2) is a sum-of-squares (SOS)-based Putinar’s certificate

\begin{equation}
1 = \sigma_0(x) + (1 - x^2) \sigma_1(x), \quad \forall x \in \mathbb{R}, \tag{1.3}
\end{equation}

that the constant polynomial “1” is positive on $[-1, 1]$. As shown in [5, 6], among all such representations (1.3), the particular form (1.2) maximizes an entropy related functional of the Gram matrices of the SOS weights $\sigma_0$ and $\sigma_1$ in (1.3). On the other hand, (1.1) is nothing less that the Markov-Lukács representation of the constant polynomial “1” into a weighted sum of only two squares, that is, a representation of the form (1.3) with single squares instead of sum-of-squares.

Finally, with $x \mapsto g(x) := 1 - x^2$, and after a rescaling of $T_j$ to $\hat{T}_j = T_j/\sqrt{2}$ (resp. $\hat{U}_j := U_j/\sqrt{2}$) so as to obtain a family of polynomials that are orthonormal w.r.t. $\phi$ (resp. w.r.t. $g \cdot \phi$ where $g \cdot \phi$ is the measure $g d\phi$),

\begin{equation}
2n + 1 = \sum_{j=0}^{n} \hat{T}_j^2 + g \sum_{i=0}^{n-1} \hat{U}_i^2 \tag{1.4}
\end{equation}

\begin{equation}
= \Lambda_\phi^n(x)^{-1} + g(x) \Lambda_{g\phi}^n(x)^{-1}, \quad \forall x \in \mathbb{R}, \tag{1.5}
\end{equation}

where $\Lambda_\phi^n$ (resp. $\Lambda_{g\phi}^n$) is the degree-$n$ Christoffel function associated with $\phi$ (resp. $g \cdot \phi$); see [6]. Notice that in (1.2), the polynomials

\[\{(T_j/(n + 1))_{j \leq n}, g U_j/(n + 1))_{j \leq n-1}\}\]

or in (1.4), the polynomials

\[\{(\hat{T}_j/(2n + 1))_{j \leq n}, g \hat{U}_j/(2n + 1))_{j \leq n-1}\}\].

\footnote{A multivariate polynomial $F \in \mathbb{Z}[x]$ is called a multi-variable Fermat-Pell polynomial if there exist polynomials $C, H \in \mathbb{Z}[x]$ such that $C^2 - F H^2 = 1$ or $C^n - F H^n = -1$ for all $x$. Then the triple $(C, H, F)$ is a multi-variable solution to Pell’s equation; see e.g. [8].}
form a partition of unity of the interval \([-1, 1]\). This partition of unity (1.2) (or (1.4)) is related explicitly to the equilibrium measure \(\phi\) of \([-1, 1]\) by the interpretation (1.5) of (1.4) (and/or the orthogonality w.r.t. \(\phi\)).

**Contribution.** Inspired by the partition of unity (1.2), we now consider another well-known partition of unity, namely:

\[
1 = \sum_{j=0}^{n} B_{n,j}(x), \quad \forall x \in \mathbb{R}, \quad \forall n \in \mathbb{N},
\]

of the interval \([0, 1]\), provided by the Bernstein polynomials \((B_{n,j})_{j \leq n}\), where \(x \mapsto B_{n,j}(x) := \binom{n}{j} x^j (1-x)^{n-j}\), for all \(j = 0, \ldots, n\). In particular, using that \(\int_0^1 B_{n,j}(x) \, dx = 1/(n+1)\) for all \(j = 0, \ldots, n\), and summing up, yields

\[
1 = \frac{2}{(n+1)(n+2)} \sum_{t=0}^{n} \sum_{j=0}^{t} \frac{B_{t,j}(x)}{\int_0^1 B_{t,j}(x) \, dx}, \quad \forall x \in \mathbb{R},
\]

with 

\[
1/c_{ij}^* = \frac{1 + (t+j+1)!}{(t+j+2)!} = \int_0^1 x^j (1-x)^{t} \, dx.
\]

We want to convince the reader that (1.7) (or (1.8)) is the analogue for Bernstein polynomials on \(S = [0, 1]\), of (1.4)-(1.5) for Chebyshev polynomials on \(S = [-1, 1]\). Indeed:

- In (1.7), \((n+1)(n+2)/2\) is the number of terms \(x^i(1-x)^j\), exactly as \(2n+1\) is also the number of terms \(\tilde{T}_j(x)^2\) and \((1-x^2)^2\tilde{U}_j(x)^2\) in the right-hand-side of (1.4). So in both cases, the polynomial “1” is expressed as an average of a certain number of polynomials that are positive on \(S\).

- The coefficient \(c_{ij}^*\) associated with \(x^i(1-x)^j\) (equivalently to \(B_{i+j,i}\)) is just \(1/\int_0^1 x^i(1-x)^j \, dx\) (integration w.r.t. Lebesgue measure on \([0, 1]\)), exactly as 1 is the coefficient associated with \(\tilde{T}_j^2\) and \((1-x^2)\tilde{U}_j^2\), and satisfies

\[
1 = \int_{-1}^1 \tilde{T}_j(x)^2 \, d\phi; \quad 1 = \int_{-1}^1 (1-x^2)\tilde{U}_j(x)^2 \, d\phi = \int_{-1}^1 \tilde{U}_j(x)^2 \sqrt{1-x^2} \, dx/\pi
\]

(integration w.r.t. equilibrium measure \(\phi\) on \([-1, 1]\)).

- The vector of coefficients \(c^* = (c_{ij}^*)_{(i,j) \in \mathbb{N}_0^2}\) is the unique optimal solution of the “max-entropy” optimization problem:

\[
\sup_{c \geq 0} \left\{ \sum_{(i,j) \in \mathbb{N}_0^2} \log(c_{ij}) : 1 = \frac{2}{(n+1)(n+2)} \sum_{(i,j) \in \mathbb{N}_0^2} c_{ij} x^i(1-x)^j, \quad \forall x \in \mathbb{R} \right\}.
\]
Similarly, with \( v_n(x) := (x^j)_{j \leq n} \in \mathbb{R}[x]^{n+1} \) (and \( x \mapsto g(x) := 1 - x^2 \)),
\[
x \mapsto \sum_{j=0}^{n} T_j^2(x) = v_n(x)^T M_n(\phi)^{-1} v_n(x), \quad \forall x \in \mathbb{R}
\]
\[
x \mapsto \sum_{j=0}^{n-1} \hat{T}_j^2(x) = v_{n-1}(x)^T M_n(g \cdot \phi)^{-1} v_{n-1}(x), \quad \forall x \in \mathbb{R},
\]
the couple of Gram matrices \( (A^*, B^*) := (M_n(\phi)^{-1}, M_{n-1}(g \cdot \phi)^{-1}) \) is the unique optimal solution of the max-entropy optimization problem:
\[
\sup_{A, B \succeq 0} \left\{ \log \det(A) + \log \det(B) : \begin{array}{l}
s.t. \quad 1 = \frac{1}{2n+1} \left[ v_n(x)^T A v_n(x) \right]_{\sigma_0(x)} \\
\quad + (1 - x^2) \left[ v_{n-1}(x)^T B v_{n-1}(x) \right]_{\sigma_1(x)} \end{array} \}.
\]
So the partition of unity (1.2) associated with Chebyshev polynomials is associated with Putinar’s certificate of positivity (1.3) on \([-1, 1]\), based on SOS polynomials, and applied to the constant polynomial “1”, whereas the partition of unity (1.7) associated with Bernstein polynomials is associated with Handelman’s certificate of positivity on \([0, 1]\), based on nonnegative coefficients \( c_{ij} \) of \( x^i(1-x)^j \). But both share the same variational property, namely their coefficients in their respective certificate maximize a similar entropy criterion.

2. Notation definitions and a duality result

2.1. Notation and definitions. Let \( \mathbb{R}[x] \) be the ring of univariate polynomials, \( \mathbb{R}[x]_t \subset \mathbb{R}[x] \) be the space of polynomials of degree at most \( t \), and \( \Sigma[x]_t \subset \mathbb{R}[x]_{2t} \) be the convex cone of univariate sum-of-squares (SOS) polynomials of degree at most \( 2t \). An element \( p \in \mathbb{R}[x]_t \) is written as \( x \mapsto p(x) = p^T v_t(x) \) where \( v_t(x) = (x^j)_{0 \leq j \leq t} \) is the usual monomial basis of \( \mathbb{R}[x]_t \), and \( p \in \mathbb{R}^{t+1} \) is the vector of coefficients of \( p \) in that basis. An element \( \phi \in \mathbb{R}[x]_t^* \) is represented by a vector \( \phi = (\phi_j)_{0 \leq j \leq t} \), that is, \( \phi(p) = \phi^T p \).

Given a polynomial \( g \in \mathbb{R}[x] \) and a linear functional \( g \in \mathbb{R}[x]_t^* \) with associated sequence \( \phi \in \mathbb{R}^{t+1} \), define the new linear functional \( g \cdot \phi \in \mathbb{R}[x]_t^* \) (with associated sequence \( g \cdot \phi \)) defined by:
\[
p \mapsto g \cdot \phi(p) = \phi(g p) = \langle g \cdot \phi, p \rangle, \quad \forall p \in \mathbb{R}[x]_t.
\]

Given a sequence \( \phi \in \mathbb{R}[x]_t \) denote by \( M_t(\phi) \) (or \( M_t(\phi) \)), the moment matrix associated with \( \phi \). It is the \( (t+1) \times (t+1) \) real symmetric Hankel matrix with entries
\[
M_t(\phi)[i, j] = \phi(x^{i+j-2}) = \phi_{i+j-2}, \quad \forall 1 \leq i, j \leq t + 1.
\]
Similarly, the matrix \( M_t(g \cdot \phi) \) (or \( M_t(g \cdot \phi) \)), i.e., the moment matrix associated with the sequence \( g \cdot \phi \), is also called the *localizing* matrix associated with \( \phi \) and \( g \).

With \( x \mapsto x \mapsto g(x) := (1 - x^2) \), introduce the convex cone \( Q_n(g) \subset \mathbb{R}[x]_{2n} \) defined by
\[
Q_n(g) := \{ \sigma_0 + \sigma_1 g : \sigma_0 \in \Sigma[x]_n, \sigma_1 \in \Sigma[x]_{n-1} \}.
\]
Its dual \( Q_n(g)^* \subset \mathbb{R}[x]_{2n+1} \) is the convex cone defined by
\[
Q_n(g)^* := \{ \phi \in \mathbb{R}^{2n+1} : M_t(\phi) \succeq 0; M_{n-1}(g \cdot \phi) \succeq 0 \}.
\]
In the terminology of real algebraic geometry, \( Q_n(g) \) is the *quadratic module* associated with the polynomial \( g \).

### 2.2. Two certificates of positivity.

We next introduce two (celebrated) certificates of positivity on \([-1, 1]\) and \([0, 1]\) respectively.

**Theorem 2.1** (Markov-Lukács & Putinar). If \( p \in \mathbb{R}[x]_{2n} \) is nonnegative on \([-1, 1]\) then \( p \in Q_n(g) \), i.e.,
\[
(2.1) \quad p = \sigma_0 + \sigma_1 g,
\]
for some SOS polynomials \( \sigma_0 \in \Sigma[x]_n \) and \( \sigma_1 \in \Sigma[x]_{n-1} \). In fact, we even have
\[
(2.2) \quad p = p_0^2 + p_1^2 g,
\]
for some polynomials \( p_0 \in \mathbb{R}[x]_n \) and \( p_1 \in \mathbb{R}[x]_{n-1} \).

So the refinement (2.2) of (2.1) is Markov-Lukács’ theorem which states that one may even decompose \( p \) as a (weighted) sum of only two single squares. Putinar’s Positivstellensatz [10] is a multivariate generalization of Theorem 3.2 for polynomials that are strictly positive on a compact basic semi-algebraic set (whose generators satisfy an Archimedean property).

**Theorem 2.2** (Bernstein [2]). If \( p \in \mathbb{R}[x]_n \) is (strictly) positive on \([0, 1]\) then there exists \( m \geq n \) and \( 0 \leq c = (c_{ij})_{i+j=m} \) such that
\[
(2.3) \quad p(x) = \sum_{i+j=m} c_{ij} x^i (1 - x)^j, \quad \forall x \in \mathbb{R}.
\]

**Theorem 2.3** (Handelman (univariate)). If \( p \in \mathbb{R}[x]_n \) is (strictly) positive on \([0, 1]\) then there exists \( 0 \leq c = (c_{ij})_{i+j \leq n} \) such that
\[
(2.4) \quad p(x) = \sum_{i+j \leq n} c_{ij} x^i (1 - x)^j, \quad \forall x \in \mathbb{R}.
\]

Theorem 2.3 is a specialization to the univariate case and \( S = [0, 1] \), of the more general Handelman’s Positivstellensatz [4] valid on a convex polytope \( S \subset \mathbb{R}^d \) with nonempty interior, while in (the older) Theorem 2.2 of Bernstein, all terms \( x^i (1 - x)^j \) have same degree \( i + j = m \). Note that the two certificates of positivity (2.1) (or (2.2)) and (2.4) are quite different in nature. The first one (2.1) which is the univariate version of Putinar’s
theorem, uses SOS polynomials \((\sigma_0, \sigma_1)\) and is valid for polynomials that are nonnegative on \([-1, 1]\), whereas (2.4) which uses a vector \(c\) of nonnegative scalars, is valid for polynomials that are strictly positive on \([0, 1]\).

Moreover, testing whether a given \(p \in \mathbb{R}[x]\) satisfies (2.1), reduces to solving a semidefinite program (or an eigenvalue problem). On the other hand, testing whether \(p\) satisfies (2.3) reduces to solving a linear program.

3. Main result

In this section we show how Chebyshev (resp. Bernstein) polynomials are related in a similar manner to the equilibrium measure of \([-1, 1]\) (resp. Lebesgue measure on \([0, 1]\)).

3.1. Chebyshev polynomials and equilibrium measure of \([-1, 1]\), Polynomial Pell’s equation. Let \((T_j)_{j \in \mathbb{N}}\) (resp. \((U_j)_{j \in \mathbb{N}}\)) be the Chebyshev polynomials of the first (resp. second) kind. After normalization \(\hat{T}_j := T_j / \sqrt{2}, j = 1, \ldots, n\), and \(\hat{U}_j := U_j / \sqrt{2}, j = 0, \ldots, n\), \((\hat{T}_j)_{j \in \mathbb{N}}\) (resp. \((\hat{U}_j)_{j \in \mathbb{N}}\) ) form a family of polynomials orthonormal w.r.t. \(d\phi = dx / \pi \sqrt{1 - x^2}\) (resp. \((1 - x^2) d\phi = \sqrt{1 - x^2} dx / \pi\)). It turns out that the Chebyshev polynomials satisfy the so-called polynomial Pell’s equation (1.1), that is,

\[
T_n(x)^2 + (1 - x^2) U_{n-1}(x)^2 = 1, \quad \forall x \in \mathbb{R}, \quad \forall n \geq 1.
\]

As already mentioned in introduction, observe that (1.1) is a nice illustration of Markov-Lukács’s theorem (2.2) for the constant polynomial “1” which is indeed positive on \([-1, 1]\). In other words, the Chebyshev polynomials of first and second kind provide the Markov-Lukács decomposition of the constant polynomial “1”.

In [8] this result was given an interpretation in terms of Christoffel functions of the equilibrium measure \(\phi\) of \([-1, 1]\), namely:

**Theorem 3.1** ([8]). Let \(x \mapsto g(x) := 1 - x^2\). For every \(n \in \mathbb{N}\):

\[
\begin{align*}
1 &= \frac{1}{2n + 1} \left[ \sum_{j=0}^{n} \hat{T}_j^2 + g \sum_{j=0}^{n-1} \hat{U}_j^2 \right] \\
&= \frac{1}{2n + 1} \left[ v_n(x)^T M_n(\phi)^{-1} v_n(x) \\
&+ g(x) v_{n-1}(x)^T M_{n-1}(g \cdot \phi)^{-1} v_{n-1}(x) \right], \quad \forall x \in \mathbb{R} \\
&= \Lambda_n^\phi(x)^{-1} + g(x) \Lambda_{n-1}^\phi(x)^{-1}, \quad \forall x \in \mathbb{R}.
\end{align*}
\]

So Theorem 3.1 states that the constant polynomial “1” has a distinguished certificate of positivity on \(S = [-1, 1]\). Among all of its possible Putinar’s representations (2.1), the one in (3.1)-(3.4) is directly related to the equilibrium measure \(d\phi = dx / \pi \sqrt{1 - x^2}\) of the interval \([-1, 1]\). In addition, as we next show, this distinguished certificate satisfies an extremal property.
Lemma 3.1 ([5]). The couple of Gram matrices \((A^*, B^*)\) with \(A^* := M_n(\phi)^{-1}\) and \(B^* := M_{n-1}((1-x^2) \cdot \phi)^{-1}\), is the unique optimal solution of the convex optimization problem:

\[
\sup_{A, B > 0} \left\{ \log \det(A) + \log \det(B) : \right. \\
\left. \quad 2n + 1 = v_n(x)^T A v_n(x) + g(x) v_{n-1}(x)^T B v_{n-1}(x) \quad \forall x \in \mathbb{R} \right\}.
\]

The proof of Lemma 3.1 in [5] combines (1) a duality result of Nesterov [9] which establishes a one-to-one correspondence between the interiors of the convex cone of polynomials \(Q_n(g)\) and its dual \(Q_n(g)^*\), and (ii) the generalized Pell’s equation (3.1)-(3.2) which allows to identify the element \(\phi = (\phi_j)_{j \leq 2n+1} \in Q_n(g)^*\) associated with \(1 \in Q_n(g)\), to be moments of the equilibrium measure \(d\phi = dx/\pi \sqrt{1-x^2}\) of the interval \([-1, 1]\).

Partition of unity. Observe that the polynomials \(\{(T_i)_{i \leq n}/n+1, (g U_j/n+1)_{j \leq n-1}\}\) or \(\{(\hat{T}_i)_{i \leq n}/2n+1, (g \hat{U}_j/2n+1)_{j \leq n-1}\}\), form a partition of unity of the interval \([-1, 1]\). Lemma 3.1 establishes that it maximizes an entropy criterion among all possible polynomial partitions of unity in the form \(\sigma_0 + g \sigma_1\) (a certificate of positivity on \(S = [-1, 1]\) for the polynomial “1”).

3.2. Bernstein polynomials and Lebesgue measure on \([0, 1]\). Let \(S = [0, 1]\) and \(s(n) := \binom{2+n}{n}\). The family of Bernstein polynomials \(B_{n,j} \subset \mathbb{R}[x]\) is defined by:

\[
x \mapsto B_{n,j}(x) := \binom{n}{j} x^j (1-x)^{n-j}, \quad \forall j \leq n, \ n \in \mathbb{N}.
\]

Among their numerous properties, they form a basis of \(\mathbb{R}[x]_n\), they are nonnegative on \([0, 1]\), bounded by 1, and in addition:

\[(3.5) \quad 1 = \sum_{j=0}^{n} B_{n,j}(x), \quad \forall x \in \mathbb{R}, \quad \forall n \in \mathbb{N},\]

so that they form a partition of unity of the interval \([0, 1]\). Moreover,

\[(3.6) \quad \int_0^1 B_{n,j}(x) \, dx = \frac{1}{n+1}, \quad \forall j = 0, \ldots, n, \quad \forall n \in \mathbb{N}.
\]

Interestingly, the envelope \(f_n\) of the Bernstein polynomials \(B_{n,j}\) is the Chebyshev density

\[
f_n(x) := \frac{1}{n} \cdot \frac{1}{\sqrt{2\pi x (1-x)}}.
\]

Next, for \(n \in \mathbb{N}\) fixed and \(S = [0, 1]\), consider the convex cones \(\mathcal{C}_n\) and its dual \(\mathcal{C}_n^*\) defined by:

\[
\mathcal{C}_n = \left\{ \sum_{(i, j) \in \mathbb{N}^2} c_{ij} x^i (1-x)^j : c \geq 0 \right\} \subset \mathbb{R}[x]_n
\]

\[
\mathcal{C}_n^* = \left\{ \phi \in \mathbb{R}[x]^*_n : \phi(x^j (1-x)^i) \geq 0, \quad \forall (i, j) \in \mathbb{N}^2 \right\} \subset \mathbb{R}[x]^*_n.
\]
Remark 3.1. In view of Bernstein’s Theorem 2.2, we could also consider the smaller convex cone
\[
\left\{ \sum_{j=0}^{n} c_j x^j (1-x)^{n-j} : c \geq 0 \right\} \subset \mathbb{R}[x]_n,
\]
where all terms \(x^j(1-x)^{n-j}\) have same degree \(n\). But since in Theorem 2.3, Handelman’s Positivstellensatz requires to consider all positive linear combinations of powers \(x^i(1-x)^j\) with \(i + j \leq n\), we will rather consider \(\mathcal{C}_n\) as defined above.

Proposition 3.1. \(p \in \text{int}(\mathcal{C}_n)\) if and only if there exists \(0 < c = (c_{ij})_{i+j \leq n}\) such that
\[
p = \sum_{(i,j) \in \mathbb{N}^2_n} c_{ij} x^i (1-x)^j, \quad \forall x \in \mathbb{R}.
\]

Proof. Only if part: If \(p \in \text{int}(\mathcal{C}_n)\) then \(p - \varepsilon \in \mathcal{C}_n\) for \(\varepsilon > 0\) sufficiently small, that is,
\[
p - \varepsilon = \sum_{(i,j) \in \mathbb{N}^2_n} c_{ij} x^i (1-x)^j, \quad \forall x \in \mathbb{R},
\]
for some \(c \geq 0\). Next, using (3.5) yields
\[
n + 1 = \sum_{j=0}^{n} \sum_{k=0}^{j} \binom{j}{k} x^j (1-x)^{j-k}, \quad \forall x \in \mathbb{R},
\]
and therefore we obtain
\[
p = \sum_{(i,j) \in \mathbb{N}^2_n} c_{ij} x^i (1-x)^j + \frac{\varepsilon}{n+1} \sum_{j=0}^{n} \sum_{k=0}^{j} \binom{j}{k} x^j (1-x)^{j-k}, \quad \forall x \in \mathbb{R}
\]
\[
= \sum_{(i,j) \in \mathbb{N}^2_n} (c_{ij} + \varepsilon_{ij}) x^i (1-x)^j, \quad \forall x \in \mathbb{R},
\]
for some \(\varepsilon_{ij} > 0\).

If part: Let \(p = \sum_{(i,j) \in \mathbb{N}^2_n} c_{ij} x^i (1-x)^j\) with \(c > 0\), and let \(\varepsilon > 0\) and \(q \in \mathbb{R}[x]_n\) be such that \(\|p - q\| < \varepsilon\). As \((B_{n,j})_{j \leq n}\) form a basis of \(\mathbb{R}[x]_n\),
\[
p - q = \sum_{i+j=n} \tau_{ij} x^i (1-x)^j,
\]
for some \(\tau \in \mathbb{R}^{n+1}\) with \(\sup_{i+j=n} |\tau_{ij}| < \kappa \varepsilon\) (for some \(\kappa > 0\)). Defining \(\tau_{ij} := 0\) whenever \((i,j) \in \mathbb{N}_2^n\) with \(i + j < n\), one obtains
\[
q = p - \sum_{i+j=n} \tau_{ij} x^i (1-x)^j = \sum_{(i,j) \in \mathbb{N}_2^n} (\tilde{c}_{ij} x^i (1-x)^j),
\]
where \(\tilde{c} = (\tilde{c}_{ij}) \geq 0\) provided that \(\varepsilon > 0\) is small enough. Therefore we conclude that \(q \in \mathcal{C}_n\) whenever \(\varepsilon\) is small enough, and so \(p \in \text{int}(\mathcal{C}_n)\). □
Lemma 3.2. Let $p \in \text{int}(\mathcal{C}_n)$ be fixed. Then the optimization problem
\[
\mathbf{P} : \quad \rho_n = \sup_{c > 0} \{ \sum_{(i,j) \in \mathbb{N}_n^2} \log c_{ij} : s.t. \quad p(x) = \sum_{(i,j) \in \mathbb{N}_n^2} c_{ij} x^i (1 - x)^j, \quad \forall x \in \mathbb{R} \} ,
\]
(3.7)
is a convex optimization problem whose unique optimal solution $c^* > 0$ satisfies
\[
1/c_{ij}^* = \phi_p^*(x^i (1 - x)^j), \quad \forall (i,j) \in \mathbb{N}_n^2,
\]
(3.8)
for some element $\phi_p^* \in \mathcal{C}_n^*$, and therefore
\[
p(x) = \sum_{(i,j) \in \mathbb{N}_n^2} \frac{x^i (1 - x)^j}{\phi_p^*(x^i (1 - x)^j)}, \quad \forall x \in \mathbb{R} .
\]
(3.9)

Proof. We first prove the $\rho_n$ is finite. As $p \in \text{int}(\mathcal{C}_n)$, by Lemma 3.1 there exists $\hat{c} > 0$ such that $p = \sum_{(i,j) \in \mathbb{N}_n^2} \hat{c}_{ij} x^i (1 - x)^j$, and so Slater condition\footnote{Slater condition holds for the convex optimization problem $\min \{ f(x) : g_j(x) \leq 0, \ j \in J \}$ if there exists $x_0$ such that $g_j(x_0) < 0$, for all $j \in J$.} holds for $\mathbf{P}$ and $\rho_n \geq \sum_{(i,j) \in \mathbb{N}_n^2} \log \hat{c}_{ij} > -\infty$. Therefore we may and will consider only the (nonempty) subset of feasible solutions
\[
\Delta := \{ c \geq 0 : \sum_{(i,j) \in \mathbb{N}_n^2} \log c_{ij} \geq \sum_{(i,j) \in \mathbb{N}_n^2} \log \hat{c}_{ij} \} .
\]
Moreover, for any such feasible solution $c \in \Delta$ of $\mathbf{P}$, with $x_0 \in (0, 1)$ fixed,
\[
p(x_0) = \sum_{(i,j) \in \mathbb{N}_n^2} c_{ij} x_0^i (1 - x_0)^j \Rightarrow c_{ij} < \frac{p(x_0)}{x_0^i (1 - x_0)^j}, \quad \forall (i,j) \in \mathbb{N}_n^2, \]
and therefore the set $\Delta$ is compact, which in turn implies that $\mathbf{P}$ has an optimal solution $c^* \in \Delta$ (hence with $c^* > 0$). Next, the necessary Karush-Kuhn-Tucker (KKT)-optimality conditions impose that there exists $\phi_p^* \in \mathcal{C}_n^*$ such that (3.8) holds, which in turn yields (3.9). Then uniqueness of $c^*$ follows from the fact that the objective function is strictly concave. \hfill $\square$

Lemma 3.2 is the analogue for the cones $\mathcal{C}_n$ and $\mathcal{C}_n^*$ of Nesterov’s one-to-one correspondence between the cones $Q_n(g)$ and $Q_n(g)^*$. Of course (3.9) raises a natural question: What is the element $\phi_p^* \in \mathcal{C}_n^*$ associated with $p \in \text{int}(\mathcal{C}_n)$? We answer this question for the constant polynomial “1”.

Theorem 3.2. Let $s(n) = (n+1)(n+2)/2$ and let $p \in \mathbb{R}[x]_n$ be the constant polynomial $x \mapsto p(x) = s(n)$ for all $x \in \mathbb{R}$. Then for every $n \in \mathbb{N}$, the vector $c^* \in \mathbb{R}^{s(n)}$ with
\[
1/c_{ij}^* = \phi_p^*(x^i (1 - x)^j) = \int_0^1 x^i (1 - x)^j \, dx , \quad \forall (i,j) \in \mathbb{N}_n^2,
\]
is the unique optimal solution of (3.7), and:
\[
(3.10) \quad 1 = \frac{1}{s(n)} \sum_{(i,j) \in \mathbb{N}_n^2} x^i (1 - x)^j \int_0^1 x^i (1 - x)^j \, dx \\
= \frac{1}{s(n)} \sum_{(i,j) \in \mathbb{N}_n^2} \frac{B_{i+j,i}(x)}{B_{i+j,i}(x)} \int_0^1 B_{i+j,i}(x) \, dx, \quad \forall x \in \mathbb{R}.
\]

That is, $\phi_p^*$ is the Lebesgue measure on $[0, 1]$, and the polynomials $(\frac{k+1}{s(n)} B_{k,j})$ form a partition of unity of $[0, 1]$.

Proof. From the proof of Lemma 3.2 we have seen that $\mathbf{P}$ in (3.7) is a convex optimization problem with a unique optimal solution which satisfies the KKT-optimality conditions (3.8). Next, since $n + 1 = \sum_{k=0}^n \sum_{j=0}^k B_{kj}(x) = \sum_{(i,j) \in \mathbb{N}_n^2} \hat{c}_{ij} x^i (1 - x)^j,$

with $\hat{c} > 0$, Slater condition holds for $\mathbf{P}$. This in turn implies that the first-order KKT optimality condition are not only necessary but also sufficient. So let $\phi^*$ be the Lebesgue measure on $[0, 1]$. We next prove that $\mathbf{c}^* = (c^*_{ij})$ with $1/c^*_{ij} := \phi^*(x^i (1 - x)^j)$, for all $(i, j) \in \mathbb{N}_n^2$ is feasible for $\mathbf{P}$ and hence is the unique optimal solution of $\mathbf{P}$. Indeed
\[
1/c^*_{ij} := \phi^*(x^i (1 - x)^j) = \frac{\phi^*(B_{i+j,i})}{\binom{i+j}{i}} = \frac{1}{(i + j + 1) \cdot \binom{i+j}{i}},
\]
and therefore:
\[
\sum_{(i,j) \in \mathbb{N}_n^2} c^*_{ij} x^i (1 - x)^j = \sum_{(i,j) \in \mathbb{N}_n^2} (i + j + 1) B_{i+j,i}(x) \\
= \sum_{k=0}^n \sum_{(i,j) \in \mathbb{N}_n^2, i+j=k} (i + j + 1) B_{i+j,i}(x) \\
= \sum_{k=0}^n \sum_{j=0}^k B_{k,j}(x) \\
= \sum_{k=0}^n (k + 1) = \frac{(n+1)(n+2)}{2} = s(n).
\]

Remark 3.2. Theorem 3.2 reveals that the linear functional $\phi_p^*$ of Lemma 3.2 associated with the constant polynomial $p = s(n)$, is the Lebesgue measure on $[0, 1]$. So (3.10) is indeed the analogue for Bernstein polynomials and Lebesgue measure on $S = [0, 1]$, of (3.1) for Chebyshev polynomials and the equilibrium measure $dx/\pi \sqrt{1-x^2}$ on $S = [-1, 1]$. Both resulting partitions of unity maximize an entropy criterion of a very similar flavor.
4. Extension to the canonical simplex

In [6] we have proved a similar (but only partial) result for the 2-dimensional canonical simplex $S := \{(x, y) : x + y \leq 1; x, y \geq 0\}$ whose equilibrium measure is $d\phi(x, y) = dx 
 dy/\pi \sqrt{x y (1 - x - y)}$.

Namely let $s(n) := (\binom{n+1}{2})$, and introduce the quadratic polynomials $(x, y) \mapsto g_1(x, y) := xy$, $(x, y) \mapsto g_2(x, y) = x (1 - x - y)$, and $(x, y) \mapsto g_3(x, y) := y (1 - x - y)$. For $n = 1, 2, 3$, in [6] we have obtained

$$s(n) + s(n - 1) = \Lambda_n^\phi(x, y)^{-1} + \sum_{i=1}^3 g_i(x, y) \Lambda_{n-i}^{g_i \phi}(x, y)^{-1},$$

for all $(x, y) \in \mathbb{R}^2$, and indeed, (4.1) is a perfect analogue for the simplex, of (3.4) for the interval $[-1, 1]$.

We next prove the analogue of (3.10) for the $d$-dimensional simplex, and $n = 1, 2$. We will use the following known (intermediate) result.

**Proposition 4.1.** Let $\phi^*$ be the uniform probability measure on $S = \{x \in \mathbb{R}^d_+: \sum_i x_i \leq 1\}$, with moments $\phi^* = (\phi^*_\alpha)_{\alpha \in \mathbb{N}^d}$. Then

$$\phi^*_\alpha = \phi(x^\alpha) = \frac{d! \alpha_1! \cdots \alpha_d!}{(d + |\alpha|)!}, \quad \forall \alpha \in \mathbb{N}^d.$$

Next, for each $n \in \mathbb{N}$, let $\tilde{s}(n) := (\binom{d+1+n}{n})$, i.e., $\tilde{s}(n)$ is the dimension of $\mathbb{R}[x_1, \ldots, x_{d+1}]_n$ as a vector space. Let $x \mapsto g_j(x) := x_j$, $j = 1, \ldots, d$, and $x \mapsto g_{d+1}(x) := 1 - \sum_{j=1}^d x_j$, so that $S = \{x \in \mathbb{R}^d : g_j(x) \geq 0, \quad j = 1, \ldots, d + 1\}$. Next, for every $\alpha \in \mathbb{N}^{d+1}$, define the polynomial $g^\alpha \in \mathbb{R}[x]$ by:

$$x \mapsto g^\alpha := g_1(x)^{\alpha_1} \cdot g_2(x)^{\alpha_2} \cdots g_{d+1}(x)^{\alpha_{d+1}}.$$ 

Similarly define the convex cone $\mathcal{C}_n \subset \mathbb{R}[x]_n$ by:

$$\mathcal{C}_n := \{ \sum_{\alpha \in \mathbb{N}^{d+1}_n} c_\alpha g^\alpha : \quad c = (c_\alpha)_{\alpha \in \mathbb{N}^{d+1}_n} \geq 0 \}.$$

Its dual $\mathcal{C}^*_n$ is the convex cone defined by:

$$\mathcal{C}^*_n := \{ \phi \in \mathbb{R}^{\tilde{s}(n)} : \quad \phi(g^\alpha) \geq 0, \quad \forall \alpha \in \mathbb{N}^{d+1}_n \}.$$

**Theorem 4.1.** Let $\phi^*$ be probability with uniform distribution on the simplex $S$. With $n = 1, 2$, the optimization problem:

$$\sup_{c \geq 0} \left\{ \sum_{\alpha \in \mathbb{N}^{d+1}_n} \log c_\alpha : \quad \tilde{s}(n) = \sum_{\alpha \in \mathbb{N}^{d+1}_n} c_\alpha g^\alpha, \quad \forall x \in \mathbb{R}^d \right\},$$

has a unique optimal solution $0 < c^* \in \mathbb{R}^{\tilde{s}(n)}$ which satisfies $1/c^*_\alpha = \phi^*(g^\alpha)$ for all $\alpha \in \mathbb{N}^{d+1}_n$, and

$$1 = \frac{1}{\tilde{s}(n)} \sum_{\alpha \in \mathbb{N}^{d+1}_n} \frac{g^\alpha}{\phi^*(g^\alpha)}, \quad \forall x \in \mathbb{R}^d.$$
Therefore the $s(n)$ polynomials \( \frac{1}{s(n)} \{ \phi(g^\alpha) \}_{\alpha \in \mathbb{N}^{d+1}_n} \) provide the simplex \( S \) with a partition of unity that maximizes an entropy criterion and is strongly related to the uniform distribution \( \phi^* \) on \( S \).

\textbf{Proof.} We will show that \( c^* \) and \( \phi^* \) satisfy the KKT-optimality conditions associated with \( P \), and as Slater condition holds for the convex optimization problem \( P \), it implies that \( c^* \) is an optimal solution of \( P \). Uniqueness follows from the fact that the objective function \( c \mapsto \sum_\alpha \log c_\alpha \) is strictly concave.

If \( c^* > 0 \) is an optimal solution, the KKT-optimality conditions state that

\[
1 = \frac{1}{s(n)} \sum_{\alpha \in \mathbb{N}^{d+1}_n} c_\alpha \ g(x)^\alpha, \quad \forall x \in \mathbb{R}^d
\]

\[(4.5) \quad 1/c^*_\alpha = \phi(g^\alpha), \quad \forall \alpha \in \mathbb{N}^{d+1}_n,
\]

for some element \( \phi \in \mathbb{R}[x]^*_n \) such that \( \phi(g^\alpha) \geq 0 \) for all \( \alpha \in \mathbb{N}^{d+1}_n \). Conversely under Slater condition, if (4.5) holds then \( c^* \) is an optimal solution of \( P \). So let \( \phi^* \) be the probability measure uniformly supported on the simplex \( S \) (i.e., Lebesgue measure on \( S \), scaled to a probability measure).

- With \( n = 1 \) and invoking Proposition 4.1, one obtains

\[
1 + \frac{(1 - \sum_{i=1}^d x_i)}{\phi^*(1 - \sum_{i=1}^d x_i)} + \sum_{j=1}^d \frac{x_i}{\phi^*(x_i)} = 1 + \frac{(1 - \sum_{i=1}^d x_i)}{1/(d+1)} + \sum_{j=1}^d \frac{x_i}{1/(d+1)}
\]

\[
= 1 + d + 1 = d + 2 = s(1),
\]

which shows that \( P \) has a feasible solution with \( c > 0 \) (i.e., Slater condition holds for \( P \)), and (4.5) holds with \( \phi = \phi^* \), the desired result.

- Similarly, with \( n = 2 \),

\[
1 + \frac{(1 - \sum_{i=1}^d x_i)}{\phi^*(1 - \sum_{i=1}^d x_i)} + \sum_{j=1}^d \frac{x_i}{\phi^*(x_i)} + \sum_{j=1}^d \frac{(1 - \sum_{i=1}^d x_i)^2}{\phi^*((1 - \sum_{i=1}^d x_i)^2)} + \sum_{j=1}^d \frac{x_i^2}{\phi^*(x_i^2)}
\]

\[
+ \sum_{i<j} \frac{x_i x_j}{\phi^*(x_i x_j)} + \sum_i \frac{x_i (1 - \sum_j x_j)}{\phi^*(x_i (1 - \sum_j x_j))}
\]

\[
= d + 2 + \frac{(d+2)(d+1)}{2} (1 - \sum_{i=1}^d x_i^2) + \frac{(d+1)(d+2)}{2} \sum_{j=1}^d x_j^2
\]

\[
+ (d+1)(d+2) \sum_{i<j} x_i x_j + (d+1)(d+2) \sum_i x_i (1 - \sum_j x_j)
\]

\[
= d + 2 + \frac{(d+2)(d+1)}{2} = \frac{(d+3)(d+2)}{2} = s(2).
\]

\[\square\]

So again, and exactly as for the interval \([0,1] \), (4.4) provides the \( d \)-dimensional simplex \( S \) with a polynomial partition of unity (of degree \( n = 1 \) and \( n = 2 \)) simply expressed in terms of the generators \( \{ g^\alpha \} \) of the cone \( \mathcal{C}_n \),
scaled by $1/\phi^*(g^\alpha)$, where $\phi^*$ is the Lebesgue measure on $S$ (scaled to a probability measure).

5. Conclusion

We have shown that Chebyshev polynomials and Bernstein polynomials are strongly related to respectively the equilibrium measure of $S = [-1, 1]$ and the Lebesgue measure on $S = [0, 1]$. Both provide a specific partition of unity interpreted in terms of Putinar’s certificate of positivity for the former and Handelman’s certificate of positivity for the latter, applied to the constant polynomial “1”. In both cases the resulting specific partition of unity maximizes an entropy criterion over all possible certificates of positivity for “1”. We have partially extended this result (and comparison) to the $d$-dimensional canonical simplex for degrees $n = 1, 2$, and extension to higher degrees remains to be proved. Finally, extension to arbitrary convex polytopes in also a topic of further investigation.
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