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 
Abstract— This paper presents a wireless Sensing Node part of 

a Wireless Sensor Network dedicated to the deployment of a 
Cyber-Physical System intended for the Structural Health 
Monitoring of reinforced concretes. This low-power Sensing 
Node requires less than 21 mJ for a full processing: 
measurement, data formatting and transmission of a 17 bytes 
LoRaWAN frame; id est 39 µJ per transmitted bit. It is designed 
to be buried in reinforced concrete and is battery-free and energy 
autonomous for long-term deployment by a radiative 
electromagnetic Wireless Power Transfer approach. The Sensing 
Node is cold-start compatible down to a power of -17 dBm 
available at the output of the antenna. It is able to wirelessly 
transmit data over at least tens of meters thanks to the 
LoRaWAN wireless communication technology. Moreover, it is 
wirelessly, remotely and omnidirectionally powered and 
controlled by a Communicating Node over meters, with the 
respect of regional regulatory constraints (Equivalent Isotropic 
Radiated Power of +33 dBm allowed in the 868 MHz Industrial, 
Scientific and Medical frequency band). By being a generic 
platform, this Sensing Node can employ various sensors to 
measure relevant parameters for the targeted application, id est: 
temperature, relative humidity, mechanical deformation through 
the strain, and electrical resistivity whose the variation allows to 
estimate the corrosion rate. By simultaneously using the same 868 
MHz Industrial, Scientific and Medical frequency band for the 
wireless communication and the Wireless Power Transfer, the 
Sensing Node meets the Simultaneous Wireless Information and 
Power Transfer paradigm with a unique antenna and without 
interferences. Thus, the tested system allows the deployment of 
the subnetwork of two Communicating Nodes and several 
Sensing Nodes (currently four) to cover a surface/volume of 
several meters, currently up to 11 meters around each 
Communicating Node indoors. Finally, this system can be easily 
deployed for other applications requiring energy autonomous 
Wireless Sensor Networks, especially in harsh environments, 
such as reinforced concretes, space, underground mining, power 
plants, etc. 
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Index Terms— Industrial Internet of Things (IIoT), Cyber-
Physical System (CPS), Non-Destructive Testing (NDT), 
Structural Health Monitoring (SHM), Simultaneous Wireless 
Information and Power Transfer (SWIPT), Wireless 
Communications, Wireless Sensor Network (WSN), Wireless 
Power Transfer (WPT). 

I. INTRODUCTION 

N recent decades, the digitalization and miniaturization of 
electronics have led to a huge increase in the use of 
embedded electronic systems. The main objective is to 

have more functionalities on less volume and less power 
consumed. In this trend, wireless communications have played 
a key role by allowing moving remote and wireless 
communications between humans and/or machines. Thus, the 
machine-to-machine (M2M) wireless communications have 
made possible the development of Wireless Sensor Networks 
(WSN) [1]. The latter can be employed to monitor and/or 
control the physical world, as well as to connect the physical 
and digital worlds, in what is called Cyber-Physical Systems 
(CPS) [2]. Moreover, these Wireless Sensor Networks are the 
basic building block of the Internet of Things (IoT) paradigm 
which aims to make the communicating devices ubiquitous 
[3]. 

No matter the targeted application, the long-term 
deployment of Wireless Sensor Networks is currently severely 
limited by their energy autonomy. A large part of the deployed 
Wireless Sensor Networks is based on the use of batteries 
(primary or secondary) as of right now. These have a restricted 
lifetime and their manual replacement is time-consuming and 
expensive. To ensure the long-term energy autonomy of 
Wireless Sensor Networks, ambient energy harvesting and 
Wireless Power Transfer (WPT) solutions are investigated [4]. 
The ambient energy harvesting solutions are based on the 
scavenging of residual energy available in the environment. 
These energies can be light, mechanical/kinetic, thermal or 
electromagnetic. Nevertheless, these are highly dependent on 
the environment of deployment, fluctuating, unpredictable and 
uncontrollable. To overcome these limitations, a power source 
is used in Wireless Power Transfer solutions to make the 
scavenging of the specifically provided energy controllable, 
predictable, low fluctuating and low dependent on the 
environment of deployment. Currently, the Wireless Power 
Transfer solutions employ light, mechanical/kinetic and 
electromagnetic powers. 

Regarding the electromagnetic Wireless Power Transfer, 
several technologies coexists: in near-field (capacitive, non-
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resonant inductive and resonant inductive) and in far-field 
(radiative) [5]. Despite their high efficiencies and large variety 
of performances, near-field solutions have generally a short 
range of use (from millimeters to a few meters), which makes 
these unsuitable for Wireless Sensor Networks deployed in 
broad areas (e.g., from rooms, to cities, through buildings) 
unlike far-field solutions. These last provide various 
performances usually dependent of the targeted application 
and of the regional regulations (both in terms of frequency 
bands and maximum Equivalent Isotropic Radiated Power 
(EIRP) allowed) [6] and achieve a range of use of at least 
several meters. By considering both the wireless 
communication and the radiative electromagnetic Wireless 
Power Transfer, some Wireless Sensor Networks meet the 
Simultaneous Wireless Information and Power Transfer 
(SWIPT) paradigm [7]. 

At the same time, Structural Health Monitoring (SHM) is 
becoming increasingly common in all application fields [8]. It 
consists in continuously overseeing the state of health of a 
thing, to prevent its irreversible failures, avoid its collapse, 
and allow to apply preventive treatments. To achieve it, Non-
Destructive Testing (NDT) methods are privileged because 
these do not alter the element under test [9-11]. Also, the use 
of digital twins (such as a Building Information Modelling 
(BIM) in the civil engineering industry [12]) can be a relevant 
way to keep up-to-date a model of the element. The current 
and past information of these elements would be easily 
accessible for the different stakeholders (owners, users, etc.). 
Thus, Cyber-Physical Systems based on Wireless Sensor 
Networks are suitable for the implementation of autonomous 
Structural Health Monitoring applications in various fields. 

Furthermore, the "communicating material" paradigm has 
been established [13]. This defines materials that are full 
Cyber-Physical Systems dedicated to Structural Health 
Monitoring applications in various fields. These are 
intrinsically able to: (1) measure (with Non-Destructive 
Testing methods), (2) process (locally and/or remotely), (3) 
store (locally and/or remotely) and (4) share (locally -with 
other communicating materials, Wireless Sensor Networks, or 
wireless communicating devices-, and/or remotely -especially 
with digital twins located in the digital world, through the 
Internet-) data characterizing their own internal health and/or 
their environment. This allows to have an updated follow-up 
of the materials and the structures to which these belong, 
during all their lifetime (from their manufacturing to their 
recycling, through their construction and exploitation). It also 
provides access to a history of the materials and the structures 
that is always accessible to authorized humans and/or 
machines. 

In this context, the McBIM project (Material 
communicating with the Building Information Modelling), 
funded by the French National Research Agency (ANR), deals 
with the design and implementation of a communicating 
material for the civil engineering industry: a communicating 
reinforced concrete [14,15]. This is a full industrial Internet of 
Things system dedicated to Structural Health Monitoring of 
reinforced concretes and civil engineering structures. It is 

based on an energy autonomous Wireless Sensor Network 
embedded in the material and able to update during all its life 
a Building Information Modelling available through the 
Internet. Due to a need for genericity (to be independent of the 
targeted environment and application) and due to the 
inaccessibility of the system once deployed in the material, a 
battery-free Wireless Sensor Network wirelessly powered by 
radiated electromagnetic waves has been chosen [16-18]. 

Thus, this paper focuses on the design, the implementation 
and the test of energy autonomous Sensing Nodes (SN), fully 
buried in reinforced concrete and part of a Wireless Sensor 
Network. These are battery-free, wirelessly and remotely 
powered and controlled, and capable of measuring and 
wirelessly transmitting relevant data for the Structural Health 
Monitoring of reinforced concretes. These communicate data 
over kilometers thanks to the LoRaWAN wireless 
communication technology and are wirelessly powered over 
several meters (at least up to 11 meters) in all the directions 
from a power source respecting the European regulations. By 
using simultaneously the 868 MHz Industrial, Scientific and 
Medical (ISM) frequency band for both the wireless 
communication and the Wireless Power Transfer, the 
proposed Sensing Nodes meet the Simultaneous Wireless 
Information and Power Transfer paradigm with a unique 
antenna. 

Section II will address the designs of the Cyber-Physical 
System, and more specifically of the Sensing Nodes, by 
considering the current State of the Art in the various areas. 
Section III will deal with the characterization and test of the 
Sensing Nodes, and how the power consumption has been 
significantly reduced. Before concluding, Section IV will 
propose the analysis of the presented results, as well as will 
provide some axes of improvement and some future axes of 
research. 

II. ARCHITECTURES OF THE CYBER-PHYSICAL SYSTEM AND OF 

THE SENSING NODES 

A. Cyber-Physical System 

The global architecture of the proposed Cyber-Physical 
System is presented in Fig. 1 [16-18]. Even though it was 
imagined for a communicating reinforced concrete, this 
Cyber-Physical System can be easily scalable to other 
communicating materials, as well as other Structural Health 
Monitoring applications, especially in harsh environments. Its 
physical part is a Wireless Sensor Network composed of two 
kinds of node, organized in a two-levels network. There are 
the Communicating Nodes (CN) and the Sensing Nodes (SN). 
Each element made of communicating material embeds at 
least one Communicating Node and several Sensing Nodes, 
this association forming a subnetwork. Their number is a 
function of the size of the element and the needs in terms of 
measurement (especially in terms of spatial precision). 

The Communicating Nodes form an ad-hoc meshed network 
within a structure or a set of adjacent structures. These are 
intended to aggregate the data transmitted by the Sensing 
Nodes, then process, store and share it. The data can be 
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Fig. 1. Bloc diagram of the architecture of the Cyber-Physical 
System dedicated to the implementation of communicating 
materials. 
 
processed, stored and shared locally in one or more 
Communicating Nodes of the network, and/or remotely in one 
or more other networks, in one or more other devices, or even 
in the digital world, and in particular in a digital twin, thanks 
to an access to the Internet. Thus, bi-directional medium to 
long range wireless communication technologies are required 
between the Communicating Nodes. Moreover, at least one 
Communicating Node per meshed network must be a reliable 
access point (or a gateway) to the digital world by providing a 
bi-directional connection to the Internet. Other bi-directional 
wireless communications technologies can be implemented to 
interface with other Wireless Sensor Networks and/or devices. 

A star network of Sensing Nodes is available around each 
Communicating Node, thus, it becomes a central hub in a 
subnetwork. The Sensing Nodes are intended to measure 
relevant parameters of the monitored element and/or its 
environment. The collected data must then be transmitted to 
the associated Communicating Node(s) with directional 
medium range wireless communication technologies. In 
addition to the recovery of the data sent by the Sensing Nodes, 
the Communicating Nodes must wirelessly power the Sensing 
Nodes located in their neighborhood. By tuning their wireless 
power source (in terms of waveform, output power and/or 
periodicity of activation), the Communicating Nodes can set 
up the periodicity of functioning of the Sensing Nodes. A 
radiative electromagnetic Wireless Power Transfer system is 

used to achieve this aim. 
For the communicating reinforced concrete, a major part of 

the electromagnetic propagation medium (both for the wireless 
communication and the Wireless Power Transfer) is composed 
of reinforced concrete, which is highly constraining to the 
electromagnetic waves [19]. 

 

B. Communicating Nodes 

The Communicating Nodes must achieve several functions: 
(1) collect the data sent by the Sensing Nodes located in their 
neighborhood; (2) aggregate, process, store and share -locally 
and/or remotely- the data provided by the Sensing Nodes, by 
the other Communicating Nodes, by the other Wireless Sensor 
Networks and/or Devices, and/or by the digital twin(s); and 
(3) wirelessly power and control the Sensing Nodes located in 
their neighborhood, thanks to a Wireless Power Transfer 
system [16]. 

Thus, these are composed of two main subsystems: a 
radiative electromagnetic power source; and a control and data 
management and storage system, which also control the first 
subsystem. From another point of view, the Communicating 
Nodes present several interfaces, which require different 
performances (in terms of use, of directionality, of periodicity, 
of range, of data-rate, etc.) but which could be mutualized. 
These are: (1) for the collection of data from the Sensing 
Nodes; (2) for the Wireless Power Transfer; (3) for the 
communication with the other Communicating Nodes; (4) for 
the connection with the Internet; and (5) for each other types 
of wireless communication employed. 

In the presented implementation, the Communicating Nodes 
are composed of a LoRaWAN gateway (based on a Raspberry 
Pi 3 model B+ from the Raspberry Pi Foundation (Caldecote, 
Cambridgeshire, United-Kingdom) and an iC880A 
LoRaWAN concentrator for IMST (Kamp-Lintfort, Germany), 
and using the Raspberry Pi OS Lite operating system from the 
Raspberry Pi Foundation (Caldecote, Cambridgeshire, United-
Kingdom), the user datagram protocol packet-forwarder from 
Semtech (Camarillo, California, United States of America) 
and some Chirpstack tools (Orne Brocaar)) with Wi-Fi, 
Ethernet and cellular interfaces (a Bluetooth interface is 
available but not used) associated with a homemade power 
source (designed with components from Mini-Circuits 
(Brooklyn, New-York, United States of America)) providing a 
Continuous Wave (CW) signal with an Equivalent Isotropic 
Radiated Power of +33 dBm (or +3 dB, or 2 W) in the 868 
MHz Industrial, Scientific and Medical frequency band [6]. 
More details on its implementation are available in [16]. 

 

C. Sensing Nodes 

The Sensing Nodes are the core elements of this Cyber-
Physical System, because gathering the main constraints: 
inaccessibility (once deployed and embedded into the 
material), energy autonomy, fully wireless, long lifespan (that 
of the material itself (e.g., decades for reinforced concretes)), 
and so long-term usability, resilience and reliability [16-18]. 
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1. Architecture 

The architecture of the proposed Sensing Node is presented 
in Fig. 2. The Sensing Nodes are designed as simple as 
possible in order to minimize the risk of failure. 

The Sensing Nodes must achieve one main function: sense 
some physical parameters to quantify the internal health state 
of the material and/or its environment, and wirelessly transmit 
the collected (and possibly pre-processed) data to the 
Communicating Node(s). Moreover, these must be energy 
autonomous for their entire lifetime, and thus, be battery-free 
and able to cold-start, and their periodicity of use must be 
controlled by the Communicating Nodes. 

Therefore, these are composed of two distinct subsystems 
which interact: one dedicated to the power management and 
the other to the collection and transmission of data. The power 
management subsystem is composed of: a harvester (a 
rectenna, i.e. an antenna and a RF-to-DC rectifier, here 
connected through a radiofrequency circulator) used to harvest 
the radiative electromagnetic power generated and transmitted 
by the Communicating Node(s) and to convert it into DC 
electrical power; and a Power Management Unit (PMU) used 
to efficiently recover the power provided by the rectenna, to 
store it in energy storage buffer (here a supercapacitor), and to 
power the data management subsystem once enough energy is 
available. The data management subsystem is composed of a 
MicroController Unit (MCU) which drives a sensor and a 
wireless transceiver (here a LoRaWAN one) connected to the 
same antenna as for the power management subsystem 
(through the radiofrequency circulator). The aim is to measure 
physical parameter(s), pre-process the data and wirelessly 
send these to the Communicating Node(s) each time that the 
subsystem is powered. 

Even though it could be attractive to send the raw data 
directly to further reduce the power consumption of the 
Sensing Nodes, a pre-processing step is specified to propose a 
generic system applicable to various use-cases. Generally, the 
power/energy consumption during processing time is much 
lower than during transmitting time. The overall power 
consumption of the Sensing Nodes can be reduced by limiting 
the amount of data to be sent and by minimizing the 
transmitting time. This may involve reducing the size of the 
data by reformatting or aggregating (e.g. averaging, pruning), 
in case of large format, or multiple data and/or data 
redundancy. Here, the pre-processing is just data reformatting 
 

Fig. 2. Bloc diagram of the proposed generic architecture of 
the Sensing Node. 

to reduce the size of the payload. 
Finally, the proposed Sensing Node is well-suited for long-

term deployment expressed in decades in harsh environments: 
(1) where maintenance is impractical because Sensing Nodes 
are inaccessible or difficult to access (e.g. buried in material, 
at very high heights, in satellites, in nuclear area, etc.); (2) 
which are isolated and without main power (e.g. desert, 
forests, mountains, etc.); (3) where batteries are unusable (e.g. 
explosive conditions, extreme temperatures, high humidity, 
radiations, dust, dirt, etc.) and ambient energy harvesting 
solutions unexploitable (e.g. caves, underground mining, etc.). 

2. Design and Implementation 

a. Sensors 
To certify standards, and mechanical or physical properties 

of concretes, these must be monitored on several parameters 
during their entire life. Even though the parameters to follow 
are different according to the step in the lifecycle 
(manufacture, curing, construction, exploitation, demolition, 
or recycling), some are more relevant and can be used during 
all the lifecycle: temperature, humidity, pH, corrosion, strain 
or stress, and cracks detection and location [9-11,20]. The 
main objective is to warranty a safe use of the material and of 
the structure, particularly by checking for their proper aging, 
and by detecting, locating and quantifying the damages, or 
even predicting these. This allows to perform maintenance or 
even predictive maintenance, when required and before the 
damages become irreversible. 

In order to be implementable in Wireless Sensor Networks 
and to allow a continuous (with slowly evolving parameters), 
automatic and remote monitoring, the destructive (or semi-
destructive) testing methods are rejected in favor of Non-
Destructive Testing methods [9-11,20]. Moreover, to limit the 
needs in terms of energy and computing capacity, the direct 
and temporally punctual measurement methods are privileged 
and the methods requiring signal processing and/or energy-
consuming equipment are discarded. Also, the proposed 
Sensing Nodes are based on a generic platform where different 
kinds of low-power sensors can be connected. 

Currently, four different kinds of sensors have been 
successfully implemented and tested: temperature, 
temperature and relative humidity, strain, and dielectric 
resistivity; which are presented in Fig. 3. 

The temperature, and temperature and relative humidity 
sensors deal with physical parameters. Considered together, 
these two physical parameters can be used in various 
applications during all the life of reinforced concretes, 
especially for the curing and the exploitation phases. Both 
academic and commercially available sensors have been used: 
 

Fig. 3. Photographs of the daughter boards dedicated to the 
implementation of different sensors. 
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in particular thermodiodes from the University of Cambridge 
(Cambridge, United-Kingdom) as temperature sensors [21], 
and HDC2010 from Texas Instruments (Dallas, Texas, United 
States of America) as a temperature and relative humidity 
sensor [22]. These are supplied with a 3.3 V supply voltage, 
consume respectively 600 µW and 200 nW on stand-by, and 
present measurement ranges between -40 °C and +125 °C with 
an accuracy of ±0.2 °C (temperature) and 0 % to 100 % with 
an accuracy of ±2 % (relative humidity, if applicable). 

The strain sensor deals with a mechanical parameter: the 
strain. This mechanical parameter can be used in various 
applications during all the life of reinforced concretes to 
estimate the mechanical deformation. A commercially 
available simple and low-cost wire lead strain gauge has been 
used as a proof-of-concept [23]. This is supplied with a 3.3 V 
supply voltage and consumes 1.46 mW on stand-by. 

The dielectric resistivity sensor deals with a chemical 
parameter: the corrosion. The corrosion rate can be estimated 
by the study of the evolution of the dielectric resistivity over 
time. This chemical parameter can be used in various 
applications during all the life of reinforced concretes. A fully 
buried academic Wenner probe from the Laboratory for 
Materials and Durability of Constructions (LMDC, Toulouse, 
France) has been used [24]. This is supplied with a 3.3 V 
supply voltage and consumes 580 µW on stand-by. 

Although the Structural Health Monitoring of reinforced 
concretes can be achieved during the major part of their 
lifecycle by correlating the data provided by all the 
implemented sensors, other kinds of sensors could be 
investigated [9-11,20]. Furthermore, some improvements 
could be achieved in order to maximize the accuracy and/or 
the range, while minimizing the power consumption. 
 

b. Microcontroller Unit and Wireless Transceiver 
To drive the sensor, and to process and transmit the data, a 

MicroController Unit driving a wireless transceiver must be 
implemented in the Sensing Nodes. Indeed, these must 
transmit at low power the few bytes of data collected over at 
least a few tens of meters from inside the material (here 
reinforced concrete) to the Communicating Node(s). Thus, for 
reasons of hardware security (fixed firmware and no access to 
alter or update it) and power consumption (no time dedicated 
to the listening of the communication medium), only the data 
uplink in a configuration which does not require connection or 
acknowledgement is used. Consequently, the Sensing Nodes 
are not able to receive data. There are several solutions that 
can be employed for these wireless transmissions. 

Electromagnetic wireless communications technologies [1] 
have been selected in contrary of those based on the light [25] 
or the mechanical [26-28] waves, because: these provide no 
commercially available solutions; and cannot be efficiently 
used at medium to long ranges through all the media (e.g., 
light in the reinforced concrete and mechanical waves in the 
air). Among the wide variety of technologies available, the 
focus has been on the Wireless Personal Area Networks 
(WPAN) [29] (e.g., Bluetooth (IEEE 802.15.1 [30]), Bluetooth 
Low Energy (IEEE 802.15.1 [30]), ZigBee (IEEE 802.15.4 

[31,32]), etc.) and the Low Power Wide Area Networks 
(LPWAN) [33] (e.g., LoRaWAN [34], DASH7 (ISO 18000-7 
[35]), etc.) for reasons of power consumption, data-rates, 
availability and range of use. For the future, and if 
commercially available, Ultra-Wide Band (UWB) (IEEE 
802.15.3 [36,37]), and RuBee (IEEE 1902.1 [38]) 
(theoretically able to reliably communicate through reinforced 
concretes over ten meters), as well as mechanical 
communications (if the reinforced concrete is the propagation 
medium) are relevant investigation trends. 

Preliminary qualitative tests for indoor wireless 
communications have been performed. This enabled the 
LoRaWAN technology to be chosen from among three 
representative wireless communication technologies tested 
without their operation being optimized in terms of power 
consumption: Bluetooth Low Energy, Ultra-Wide Band, and 
LoRaWAN. This choice was based on two criteria: (1) the 
range of use indoor, and especially the ability to pass through 
reinforced concrete walls and ceilings/floors, without loss of 
frame; (2) the power consumption in active mode. The Ultra-
Wide Band solution based on the DW1000 transceiver from 
Qorvo (Greensboro, North Carolina, United States of 
America) has the shortest range (limited to a few meters) 
without the ability to pass through reinforced concrete, but 
also the highest power consumption in active mode: 
approximately 230 mW at 3.3 V. The Bluetooth Low Energy 
solution based on the nRF52832 module from Nordic 
Semiconductor (Trondheim, Norway) has a range of tens of 
meters with the ability to pass through some reinforced 
concrete elements, and for the lowest power consumption in 
active mode: approximately 25 mW at 3.3 V for a +3 dBm 
transmission. The LoRaWAN solution based on the SX1272 
transceiver from Semtech (Camarillo, California, United 
States of America) has the longest range, easily exceeding a 
few hundreds of meters. It covers the entire LAAS-CNRS 
laboratory which is distributed over 4 levels with distances of 
a few hundreds of meters, and even well beyond, with the 
ability to pass through a lot of reinforced concrete elements 
without loss of frame, and for a power consumption in active 
mode: approximately 100 mW at 3.3 V for a +14 dBm 
transmission. That is considered low but remains relatively 
high compared with the Bluetooth Low Energy solution. At 
this stage, it appeared that a single LoRaWAN gateway was 
sufficient to cover more space than required, thanks to the 
Chirp Spread Spectrum (CSS) technique which appears not 
too sensitive to the reinforced concrete. 

In terms of power consumption, LoRaWAN can be 
considered as one of the "worst" cases among LPWAN and 
WPAN technologies. Therefore, the success of its 
implementation (with its power supply by Wireless Power 
Transfer) will provide one of the "worst" characteristics, only 
improvable, and will certify the possibility to use technologies 
requiring less energy. For this reason, some experimentations 
with Bluetooth Low Energy have already been successfully 
carried out with similar Sensing Nodes [39]. 

Because compact, inexpensive and complete, an all-in-one 
CMWX1ZZABZ-091 LoRaWAN module from Murata 
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(Nagaokakyōshi, Kyoto, Japan) [40] (based on an SX1276 
LoRa transceiver from Semtech (Camarillo, California, United 
States of America) [41] and a STM32L072CZ microcontroller 
from STMicroelectronics (Amsterdam, Netherlands) [42]) 
requiring a 3.3 V voltage supply has been used. Nevertheless, 
solutions based on independent MicroController Unit and 
LoRa transceiver could allow a wider design flexibility at the 
price of a more complex system. To provide a generic 
platform, all the interfaces are made available for the 
connection of all kinds of sensors. The firmware developed in 
C and employing the LoRaWAN stack provided by Semtech 
(Camarillo, California, United States of America) is reduced 
to a one-shot measurement and a LoRaWAN transmission. 
This measurement process starts with the initialization of the 
MicroController Unit, interfaces and desired peripherals; 
followed by the control of the sensor to obtain the 
measurement. Pre-processing of the data to format it as a 2-
byte integer to get a generic and reduced data format 
regardless the kind of measurement, in particular to facilitate 
interfacing with partners is then performed. Before going into 
a deep-sleep mode, the formatted data is transmitted in a 
LoRaWAN frame. The all measurement and transmission 
process is depicted in Fig. 4. The LoRaWAN frames are 17 
bytes long, whose 13 bytes dedicated to the LoRaWAN 
protocol and 4 bytes dedicated to the data payload. The 
payload can be reduced by optimizing the data formatting. A 
unique antenna is used both for the wireless communication 
and Wireless Power Transfer via a RF circulator, and will be 
presented later. 

 
c. Strategy of Use 

Because the targeted periodicity of measurement is long 
(e.g., once an hour, once a day, once a week, or once a month 
for the Structural Health Monitoring of reinforced concretes 
depending on the phase in the lifecycle) and considering that 
the available electromagnetic power is largely inferior to the 
DC electrical power required by the data management 
subsystem [43,44], a "store then use" strategy is applied. In 
this strategy, the scavenged power is stored, and once enough 
energy is available, this is used to power the data management 
subsystem, as presented in Fig. 4. That way, the periodicity is 
not controlled by the software (e.g., with events or timer 
 

 
Fig. 4. Example of the power consumption of the sensing 
nodes according to the phase of operation. 

interruptions) but by the hardware via the power management 
subsystem. Thus, to design the power management part of the 
Sensing Nodes, it is necessary to know the energy these 
require to work properly. In any case, the minimization of the 
energy needed to operate the system is targeted, and can be 
achieved in both software and hardware. 

 
d. Implementation of the Wireless Power Transfer 

To be controllable, predictable, low fluctuating and low 
dependent on the environment of deployment, a Wireless 
Power Transfer solution is favored over ambient energy 
harvesting solutions, as presented in Fig. 5. For the same 
reasons as for wireless communications, the electromagnetic 
Wireless Power Transfer is favored over light (laser or 
infrared) and mechanical/kinetic (sonic and ultrasonic) 
Wireless Power Transfer solutions. Moreover, to achieve 
sufficiently wide ranges of use, near-field (capacitive, non-
resonant inductive and resonant inductive) solutions are 
discarded in favor of far-field (radiative) solutions. Today, the 
radiative electromagnetic Wireless Power Transfer systems 
are oriented towards ubiquitous applications with very low 
power densities. This is partly because, on the one hand, there 
is a desire to reduce the global energy consumption, and on 
the other, it is to ensure the safety of living beings. 

The range of use of the radiative electromagnetic Wireless 
Power Transfer is highly constrained by the choice of the 
frequency band, which is subject to regional regulations [6], 
and which is here chosen among the Industrial, Scientific and 
Medical radiofrequency bands. First, the free-space path losses 
(1) are function of the frequency: the higher the frequency, the 
larger the free-space losses, and the shorter the range of use. 
Second, the range of use (2) is a function of the transmitted 
power, whose maximum Equivalent Isotropic Radiated Power 
dependents on regional regulations. 

𝑓𝑟𝑒𝑒_𝑠𝑝𝑎𝑐𝑒_𝑝𝑎𝑡ℎ_𝑙𝑜𝑠𝑠𝑒𝑠 = 20 ∙ 𝑙𝑜𝑔 ቀ
ସ∙గ∙ௗ∙௙

௖
ቁ (𝑑𝐵) (1) 

𝑟𝑎𝑛𝑔𝑒 =  ට
ఒమ

ସ·గ
·

௉ಶ಺ೃು

ଷ଺଴଴·గ·௉಺ಿ
 (𝑚) (2) 

with d the distance, f the frequency, c the celerity of light, λ 
the wavelength, PEIRP the maximal Equivalent Isotropic 
Radiated Power (fixed by the regional regulations) and PIN the 
minimum required input power. 

According to Table I. which compares the use of different 
Industrial, Scientific and Medical frequency bands for the 
radiative electromagnetic Wireless Power Transfer, the most 
attractive frequency band, with the highest range of use for a 
defined input power (over meters), is the 868 MHz frequency 
band. 

The power harvester for the electromagnetic waves is a 
rectenna, that says an antenna connected to a RF-to-DC 
rectifier. Its role is to efficiently harvest the radiative 
electromagnetic power generated by the Communicating 
Nodes (with a power density as low as possible); in order to 
provide a sufficient DC electrical power to allow the Power 
Management Unit and the energy buffer to efficiently and 
sufficiently store the energy; to finally use it to power the data 
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Fig. 5. Bloc diagram of the implementation of the Wireless Power Transfer solution. 

 
management subsystem. This must be well designed to meet 
the properties of the transmitted power (e.g., power density 
level, central frequency, frequency band, polarization, etc.). 

It must be noted that the overall size of the Sensing Nodes is 
correlated to the size of their antenna(s), which is closely 
 

TABLE I 
COMPARISON OF INDUSTRIAL, SCIENTIFIC AND MEDICAL 

FREQUENCY BANDS FOR THE DESIGN OF THE RADIATIVE 

ELECTROMAGNETIC WIRELESS POWER TRANSFER SYSTEM 
 

Central frequency 
(MHz) 

13.56 433 868 2,450 5,800 

Wavelength in the air 
(cm) 

2.210 69.2 34.4 12.2 5.2 

Bandwidth 
(MHz) 

0.014 1.74 5 100 150 

Maximum EIRP [6] 
(dBm / mW) 

N/A 
+10 / 

10 
+33 / 
2,000 

+20 / 
100 

+23 / 
200 
or 

+30 / 
1,000 

Free-space losses at 1 m 
(dB) 

N/A 25.17 31.21 40.23 47.71 

Theoretical range for 
obtaining 

PIN = +0 dBm (or 1 mW) 
at the output of a 0 dBi 

antenna for a power source 
generating a signal with 

maximum EIRP 
(cm) 

N/A 17 123 9 
6 
or 
13 

Theoretical range for 
obtaining 

PIN = -14 dBm (or 39.8 µW) 
at the output of a 0 dBi 

antenna for a power source 
generating a signal with 

maximum EIRP 
(cm) 

N/A 87 615 48 
29 
or 
65 

Theoretical range for 
obtaining 

PIN = -17 dBm (or 20.0 µW) 
at the output of a 0 dBi 

antenna for a power source 
generating a signal with 

maximum EIRP 
(cm) 

N/A 123 869 68 
41 
or 
92 

related to their wavelength/frequency: the higher the 
frequency, the smaller the antenna; and its bandwidth: the 
wider the bandwidth, the larger the antenna. Thus, the choice 
of the frequency band must also be a trade-off between the 
size of the Sensing Nodes via the size of the antenna(s) and 
the range of use. At 868 MHz, the size of the antenna stays 
usually small enough. 

In order to reduce the overall size of the Sensing Nodes and 
because the same frequency band is used for both the wireless 
data communication and the Wireless Power Transfer, it has 
been chosen to employ a unique antenna for the two functions. 
As there is only data uplink and power downlink, it has been 
possible to use a radiofrequency circulator C11-1FFF/OPT.N 
from Aerotek (Hanover, Maryland, United States of America) 
[45], with low insertion losses and high isolation. This way, 
the power harvested by the antenna is transmitted to the 
rectifier through the radiofrequency circulator, and the data 
frame provided by the transceiver is transmitted to the antenna 
through the radiofrequency circulator simultaneously. In 
addition, there is no interconnection between the rectifier and 
the transceiver, and no interference between the data transfer 
and the power transfer. 

The Communicating Nodes generate a Narrow-Band (NB) 
Continuous Wave at a frequency close to 868 MHz via their 
radiative electromagnetic power source. The Sensing Nodes 
and the Communicating Nodes use LoRa signal based on 
Chirp Spread Spectrum technique on one of the five defined 
subchannels in the 868 MHz Industrial, Scientific and Medical 
frequency band. On the Sensing Nodes side, the received input 
signal for the Wireless Power Transfer has a lower power 
level than the output one used for the data transmission. Thus, 
the output signal is not altered whatever the waveform of the 
input signal. Moreover, this behavior is further enhanced by 
the high isolation of the radiofrequency circulator between the 
output and input channels. So, there is no interference for the 
Sensing Nodes. On the Communicating Nodes side, the output 
signal for the Wireless Power Transfer is considered as noise 
by the LoRaWAN input frame receiver. There is also no 
interference thanks to the noise resistance of Chirp Spread 
Spectrum technique.  
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Thus, a new solution and implementation of the 
Simultaneous Wireless Information and Power Transfer 
paradigm is provided, without temporal, frequential, or spatial 
multiplexing, neither power splitting, but with a 
discrimination/separation through the circulator of the sense of 
signal flows (data from the transceiver to the antenna and 
power from the antenna to the rectifier). 

It must be noted that this solution does not increase the 
power consumption, for either the Sensing Nodes, or the 
Communicating Nodes, even in case of interferences. Indeed, 
the Sensing Nodes implement no data downlink, thus, cannot 
receive acknowledgment frames. In that way, no 
retransmission strategy is deployed, so, no increase in the 
power consumption can occur in case of interferences. The 
case of the loss of data (which eventually could be 
problematic) could be neglected thanks to spatial redundancy 
if enough Sensing Nodes are deployed. Finally, as long as the 
Communicating Nodes consider the Wireless Power Transfer 
signal as noise, there is no alteration of their nominal 
functioning, so, no increase in their power consumption. 

The antenna must meet the best trade-off between its volume 
and its performances (radiation pattern, gain, polarization, 
etc.). The objective is to get Sensing Nodes as compact as 
possible, with the largest possible range of use for its wireless 
power supply, and whose functioning is as independent as 
possible from their location and orientation. In consequence, 
the ideal antenna must be compact, have a high gain and an 
isotropic/omnidirectional radiation pattern. 

Thus, a printed folded quart-wavelength dipole antenna with 
capacitive arms has been chosen, as presented in Fig. 6 [46]. 
This has been designed on a FR4 substrates (thickness: 0.8 
mm and 1.6 mm; relative permittivity: 4.4; and loss tangent: 
0.02) and measures 5.6 cm x 3.2 cm x 1.0 cm. A folded 
quarter-wavelength dipole antenna with a short-circuited loop, 
to make a T-match structure, is used as a base, which allows 
an input impedance matching to 50 Ω, and a narrow-band and 
almost isotropic behavior. Metallic arms, orthogonal to the 
plane of the folded quarter-wavelength dipole antenna, are 
connected to each monopole which induces a capacitive 
coupling allowing to reduce the size of the antenna at the 
targeted frequency. This antenna is almost omnidirectional, 
has a linear polarization, is usable (i.e. impedance matched) 
between 848 MHz and 886 MHz, has a measured gain of 
+1.54 dBi at 868 MHz and has a measured -3 dB beamwidth 
of 110 ° in the E-plane, as represented in Fig. 7. By adding an 
 

 
Fig. 6. Diagram and photograph of the designed and 
implemented printed folded quart-wavelength dipole antenna 
with capacitive arms at 868 MHz, on a 1.6 mm (black) and 0.8 
mm (yellow) FR4 substrate. 

8 cm x 6 cm metallic reflector plane at 5 cm from it, the 
measured gain is increased up to +5.00 dBi at the cost of the 
increase of the directionality and the rise of the volume. The 
measured -3 dB beamwidth is then 70 ° in the E-plane. In 
addition, the first designs of this antenna on a flexible 
substrate (Kapton) have been completed, and have provided 
encouraging preliminary results. 

Concerning the targeted application, the antenna must 
properly work in a particular environment: the reinforced 
concretes. It must be noted that the antenna has been 
successfully tested into a reinforced concrete beam, both for 
Wireless Power Transfer and wireless communication. 
Nevertheless, this was not in direct contact with the reinforced 
concrete but located in an air cavity. It is very probable that an 
impedance mismatch occurs when the antenna will be directly 
buried into the reinforced concrete, and a redesign must be 
provided by considering the reinforced concrete as the main 
propagation medium (thus, by considering its dielectric 
properties which may change during time). There are in the 
literature some works dealing with the study, the design, the 
manufacturing and the test of antenna buried into concretes 
[47-52]. 

The rectifier must meet the best trade-off between its 
efficiency, its characteristics (frequency/bandwidth, input 
impedance, typical range of available radiofrequency input 
powers, etc.) and its complexity (topology, size, non-linear 
rectifying component, etc.). The objective is to get a rectifier 
as efficient as possible especially for the lowest power 
densities, and provide a sufficient voltage to the Power 
Management Unit for optimum operation, both in the cold-
start and in the normal charging modes. Also, the rectifier 
must be impedance matched with the associated antenna in the 
targeted frequency band and must be followed by a low pass 
filter in order to provide a DC voltage with a minimized ripple 
at the input of the Power Management Unit. 

Therefore, a full-wave rectifier has been chosen, as 
presented in Fig. 8 [53]. This has been designed on a 
FR4substrate (thickness: 0.8 mm and 1.6 mm; relative 
permittivity: 4.4; and loss tangent: 0.02) and optimized to be 
the most efficient for an input power of -15 dBm (or 31.6 µW) 
in the Industrial, Scientific and Medical 868 MHz frequency 
band and for a 10 kΩ resistive load. This is based on a  
 

 
Fig. 7. Simulated (HFSS) radiation patterns of the printed 
folded quart-wavelength dipole antenna with capacitive arms 
at 868 MHz, with and without the use of a 6 cm x 8 cm 
metallic reflector plane located at 5 cm below the 
antenna/rectenna. 
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Fig. 8. Schematics and photograph of the designed and 
implemented full-wave rectifier on 0.8 mm thick FR4 
substrate connected to a 10 kΩ load. 
 
microstrip coupled transmission line allowing differential 
feeding, and on the use of two SMS7630 surface-mount 
Schottky diodes (on the SMS7630-005LF implementation) 
from Skyworks (Irvine, California, United States of America) 
[54], which are mounted in doubler configuration. A shunt 
surface mount capacitor is used at its output as a low-pass 
filter, whilst an 'L'-topology impedance matching network is 
used at its input. This last circuit is used in order to ensure the 
maximal power transfer from the antenna to the diodes, and is 
composed of a surface-mount inductor and a surface mount 
capacitor, both lumped, in order to get a 50 Ω impedance at 
the input of the full rectifier. The rectifier has a reflection 
coefficient (S11) of -19 dB at the input port, a nearly 330 mV 
output voltage, an almost 35 % efficiency (defined as the ratio 
between the output power on the input power), that says an 
output power of nearly 11 µW for a -15 dBm (or 31.6 µW) 
input, and has a 60 MHz bandwidth. 

A rectenna composed of the printed folded quart-wavelength 
dipole antenna with capacitive arms (presented in Fig. 6) and 
of the full-wave rectifier designed for FR4 substrate 
(presented in Fig. 8) was designed and tested. Its efficiency  
(ηrectenna) (3) for a 10 kΩ resistive load at 868 MHz, 
represented in Fig. 9, is computed thanks to the measured 
output DC power of the rectifier (PDC) and the estimated input 
radiative electromagnetic (or radiofrequency) power of the 
antenna (PRF) (4). This can also be expressed as the product of 
the incident electromagnetic power density (S) (5) by the 
effective area of the antenna (Aeff) (7). The incident 
 

 
Fig. 9. Computed efficiency (full lines) and measured output 
DC voltage (dashed lines) against power densities for the 
printed folded quart-wavelength dipole rectenna with 
capacitive arms without (blue) and with (red) the use of a 6 cm 
x 8 cm reflector plane located at 5 cm below the 
antenna/rectenna, at 868 MHz and for a 10 kΩ resistive load. 

electromagnetic power density (S) (5) can be estimated thanks 
to the effective electric field (E) (6) and the power generated 
by the radiative electromagnetic source (PTX), the gain of the 
antenna used by the radiative electromagnetic source (GTX), 
and the distance between the radiative electromagnetic source 
and the rectenna (d). The effective area of the antenna (Aeff) (7) 
can be estimated thanks to the gain of the antenna used by the 
rectenna (GRX) and the wavelength (λ). 

𝜂௥௘௖௧௘௡௡௔ =
௉ವ಴

௉ೃಷ
=

௉ವ಴

ௌ∙஺೐೑೑
=

ଵ଺∙గమ∙ௗమ

௉೅೉∙ீ೅೉∙ீೃ೉∙ఒమ ∙ 𝑃஽஼  (3) 

𝑃ோி = 𝑆 ∙ 𝐴௘௙௙ =
௉೅೉∙ீ೅೉∙ீೃ೉∙ఒమ

ସ∙గ∙ௗమ∙ସ∙గ
=

௉೅೉∙ீ೅೉∙ீೃ೉∙ఒమ

ଵ଺∙గమ∙ௗమ  (𝑊) (4) 

𝑆 =
ாమ

ଵଶ଴∙గ
=

ଷ଴∙௉೅೉∙ீ೅೉

ଵଶ଴∙గ∙ௗమ  =
௉೅೉∙ீ೅೉

ସ∙గ∙ௗమ (𝑊 ∙ 𝑚ିଶ) (5) 

𝐸 =
ඥଷ଴∙௉೅೉∙ீ೅೉

ௗ
 (𝑉 ∙ 𝑚ିଵ) (6) 

𝐴௘௙௙ = 𝐺ோ௑ ∙
ఒమ

ସ∙గ
(𝑚ଶ) (7) 

Several improvements can be achieved in order to increase 
the efficiency of the rectenna, concerning both the antenna and 
the rectifier, but also the connection between these. 

 
e. Power Management Unit 

To implement the "store then use" strategy, a Power 
Management Unit must be employed. This must efficiently 
scavenge the DC electrical power provided by the rectifier, 
efficiently store it in the energy buffer, and efficiently use the 
stored energy, once enough is available, to power the data 
management subsystem. It must properly work with the lowest 
possible input power and the lowest possible start-up voltage, 
but also present the lowest possible quiescent currents and 
sufficient output voltage and current. 

A BQ25504 Power Management Unit from Texas 
Instruments (Dallas, Texas, United States of America) has 
been chosen [55]. This can be controlled through threshold 
voltages from the energy buffer, provide a hardware 
Maximum Power Point Tracking (MPPT) system to optimize 
the power transfer from the rectifier to the energy buffer, and 
is able to cold-start, therefore, to operate even with an empty 
energy buffer. In order to smooth out the current draw and to 
provide a 3.3 V constant voltage to the load when enough 
energy is available, as presented in Fig. 4, a TPS63031 DC-to-
DC buck-boost converter from Texas Instruments (Dallas, 
Texas, United States of America) is used [56]. 

As presented in Fig. 10, if the energy buffer is empty, the 
Power Management Unit will use its cold-start ability to start 
storing the available input power in this last. When a sufficient 
voltage is reached, the hardware Maximal Power Point 
Tracking system is powered-up and will allow to optimize the 
power transfer from the input to the energy buffer. In fact, this 
circuit will sample the open-circuit input voltage every 16 
seconds to impose on the input a ratio of it. This ratio is 
configurable with a resistor divider, and is currently set to 40 
% of the open-circuit input voltage. Then, when the voltage in 
the energy buffer will reach the activation threshold, the 
power good indicator will be raised and will activate the 
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Fig. 10. Voltages, during a cold-start, a complete first charge 
and then a recharge, at the input of the Texas Instruments 
BQ25504 Power Management Unit (blue), in the energy 
buffer (red), and at the output of the Texas Instruments 
TPS63031 DC-to-DC buck-boost converter (black), for an 
input power of +0 dBm at 868 MHz. 
 
power supply of the data management subsystem. The energy 
buffer will start its discharge. When the voltage in the energy 
buffer will reach the deactivation threshold, the power good 
indicator will be turned down and will deactivate the power 
supply of the data management subsystem. Thus, the 
activation and deactivation thresholds, configurable with 
resistor dividers, allow to control the charge and discharge 
levels of the energy buffer. And this process will be 
periodically done as long as sufficient power is available at the 
input. It must be noted that undervoltage (to prevent the deep 
discharge), overvoltage (to prevent the over charge) and 
overheating protection mechanisms are available and 
configurable with resistors. 

To work properly, this Power Management Unit requires a 
typically 15 µW input power during the cold-start and at least 
10 µW during the normal charging, and this DC-to-DC 
buck/boost converter has maximum losses of 4.725 µW 
(disable and with an input power of 5.25 V) and 1.62 µW at 
the end of the cold-start (with a voltage of 1.8 V). Thus, at 
least around 14.725 µW are needed by these components to 
work properly during the normal charging, and 16.62 µW 
during the cold-start. Some other Power Management Units 
requires less energy. This is the case for the BQ25505 [57] 
and BQ25570 [58] from Texas Instruments (Dallas, Texas, 
United States of America), which present the same behavior 
and similar performances, and which require a typically 15 
µW input power during the cold-start and at least 5 µW during 
the normal charging. As well, the AEM30940 from e-peas 
(Mont-Saint-Guibert, Belgium) requires a typically 3 µW 
input power during the cold-start and at least -19 dBm (or 12.5 
µW) during the normal charging [58]. 

By properly designing the combination between the 
capacitance (C) of the energy buffer and the activation (Vact) 
and deactivation (Vdeac) thresholds voltage of the Power 
Management Unit, it is possible to ensure that enough energy 
(E) is stored to correctly power the data management 
subsystem (8). 

𝐸 =
஼

ଶ
∙ ൫𝑉௔௖௧

ଶ − 𝑉ௗ௘௔௖௧
ଶ൯  (8) 

 
f. Energy Buffer 

Conjointly designed with the Power Management Unit, the 
energy buffer must be able to store enough energy to power 
supply the data management subsystem for an entire process, 
as presented in Fig. 4. Also, the Sensing Nodes must work for 
several decades and require some milli-joules to a few tens of 
milli-joules of energy to properly work. The required amount 
of energy is a function of the components (sensor, 
MicroController Unit, transceiver) and of their configuration 
(for the wireless communication: frequency band, output 
power, data-rate, etc.). Thus, to provide a battery-free solution, 
the choice fell on the supercapacitors (or eventually capacitors 
or bank of capacitors). Indeed, the batteries have a limited 
lifetime, must eventually be recharged, but also have too large 
capacitances, while supercapacitors (and capacitors or bank of 
capacitors) have a wide range of low to medium capacitances 
and theoretical very long lifetime (expressed in millions of 
cycles). In fact, the choice is made according to the targeted 
capacitance (related to the maximum activation and minimum 
deactivation threshold voltages of the Power Management 
Unit) and in order to minimize the self-discharge currents and 
losses. Regarding the technology, the supercapacitors that 
store the energy in an electrostatic way (e.g., electric double 
layer capacitors (EDLC)) have been favored, if available, over 
those that store the energy in an electro-chemical way (e.g., 
polarized aluminum electrolytic supercapacitors). This allows 
having a better ratio between energy and power densities, a 
longer lifetime, a lower self-discharge current and a lower 
sensitivity to the environment. 

For the implementation of Sensing Nodes, two different 
supercapacitors have been employed related to the energy 
required and by adding a margin to compensate the variability 
between components and the alterations over time: a 22mF 
electric double layer capacitor from AVX Corporation 
BestCap (Greenville, South-Carolina, United States of 
America) [60] for storing up to 250 mJ, and a 2.2 mF 
polarized aluminum electrolytic supercapacitor from 
Panasonic (Kadoma, Osaka, Japan) [61] for storing up to 21 
mJ. These have been chosen according to their capacitance 
and because providing the lowest self-discharge currents 
among the available solutions at the date of manufacturing. 
So, in the worst cases, the 22 mF supercapacitor requires 26 
µW to compensate its highest losses for the maximum 
activation threshold voltage and 9 µW at the end of the cold-
start, whilst respectively 606 µW and 71 µW for the 2.2 mF 
supercapacitor. Supercapacitors with higher capacitances 
could be used, but regarding the energy stored and unavailable 
(all the one under the deactivation threshold voltage), this is 
not relevant and even less energy efficient. Moreover, to be 
more energy efficient, the deactivation and activation 
threshold voltages must be minimized in order to limit the 
energy uselessly stored and to limit the maximum leakage 
current which is a function of the voltage. 
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g. Theoretical Estimation of the Range of Use 
Currently, this is the Wireless Power Transfer which is 

limiting in terms of range of use and not the wireless 
communications. This limitation is imposed by the minimum 
input power required by the power management subsystem 
and its global efficiency. By considering the minimum power 
required by the power management subsystem to properly 
work (function of the rectenna efficiency, of the power 
required by the Power Management Unit, and of the power 
lost by the energy buffer), it is possible to estimate the 
maximum range of use in the worst case and for direct line of 
sight condition. This estimation is based on (3). 

Thus, in the worst cases and with the 2.2 mF supercapacitor, 
a minimum input power of 87.62 µW is required to be almost 
certain to obtain a proper work of the power management 
subsystem during the cold-start, and at least 620.725 µW 
during the normal charging. With the 22 mF supercapacitor, 
these powers are respectively 25.62 µW and 40.725 µW. By 
using a model of the rectenna efficiency against power 
densities, based on the measured results presented in Fig. 9, 
and approximated by a logarithmic function for the lowest 
power densities (best correlation), it has been possible to 
estimate the minimum power density required in the worst use 
case for the normal charging and the cold-start, with the +1.54 
dBi gain of the printed folded quart-wavelength dipole 
rectenna with capacitive arms, and for a +33 dBm (or +3 dB, 
or 2W) radiative electromagnetic power source at 868 MHz. 
From this value, the estimation of the maximum range of use 
of the Wireless Power Transfer system in this fixed 
configuration has been computed. 

Thus, for the 2.2 mF supercapacitor, a power density of 
1.205 µW·cm-2 (i.e. -7.87 dBm or 163.3 µW harvested) for the 
cold-start and of 6.524 µW·cm-2 (i.e. -0.54 dBm or 884.2 µW 
harvested) for the normal charging are required. This 
corresponds to a maximum range of use of the Wireless Power 
Transfer system of respectively 3.63 m and 1.56 m. By using a 
metallic reflector plane, which increases the gain up to + 5.00 
dBi, these ranges are increase up to 4.94 m and 2.21 m. 

Thus, for the 22 mF supercapacitor, a power density of 0.462 
µW·cm-2 (i.e. -12.04 dBm or 62.6 µW harvested) for the cold-
start and of 0.667 µW·cm-2 (i.e. -10.45 dBm or 90.2 µW 
harvested) for the normal charging are required. This 
corresponds for a maximum range of use of the Wireless 
Power Transfer system of respectively 5.86 m and 4.88 m. By 
using a metallic reflector plane, which increases the gain up to 
+ 5.00 dBi, these ranges are increase up to 8.34 m and 6.93 m. 

Nevertheless, these results are obviously only very 
simplified theoretical estimations in the worst case, 
considering only the unique path through the direct line of 
sight (no multipath propagation, nor interferences), and for a 
10 kΩ resistive load. In the case of the targeted load (the 
power management subsystem), because of a variation of its 
input impedance and more generally of its properties (function 
of the input and the outputs, such as the voltage in the energy 
buffer), it is not feasible to obtain in a simple way the 
efficiency against power densities measurement for the 
rectenna. 

Several improvements in the design can be carried out in 
order to increase the range of use. First, more efficient 
components can be used: rectifier with higher efficiency, 
Power Management Unit requiring less power, and energy 
buffer with lower losses. Secondly, the energy required by the 
data management part can be reduced: in that way, the 
capacitance could be reduced and/or the activation threshold 
voltage could be decreased, this tends to reduce the maximum 
losses of the energy buffer. By reducing the required power in 
the worst case, it becomes possible to use the Sensing Nodes 
with lower power densities, and thus, on wider ranges. 
Moreover, the lower the required energy, the faster the 
charging time, and for equivalent power losses, the lower the 
energy losses. 

 
h. Strategy of Control 

The Sensing Nodes are inaccessible once deployed. This 
inaccessibility is both hardware and software: there is no 
means to have a physical access (because buried into 
reinforced concrete) and no mean to have a wireless digital 
access (because designed without data downlink). Neither the 
hardware nor the software can be updated or replaced, and 
also, these must work for long-term. Moreover, the periodicity 
of functioning is not controlled by the software (e.g., with 
events or timer interruptions). Even though there are no 
conventional way to control the Sensing Nodes, their 
periodicity of functioning can be wirelessly and remotely 
controlled by the Communicating Nodes through the power 
downlink achieved by the Wireless Power Transfer. This 
control can be performed by tuning their wireless power 
source in terms of waveform, output power and/or periodicity 
of activation/duty cycle. 

To be efficient, this strategy of control must be based on the 
knowledge of the Communicating Nodes of the energy needs 
of each Sensing Node located in their neighborhood (in terms 
of the power required and of the duration of the power 
supply). For instance, by considering that a unique 
Communicating Node requires H hours to wirelessly power all 
the Sensing Nodes in its neighborhood, and if a measurement 
is required each H hours, the Communicating Node can 
activate continuously its power source. However, if a 
measurement is required each D days, it can activate its power 
source only H hours each D days, or reduce the transmission 
power and adapt the duration (higher than H hours) at the 
condition that all the Sensing Nodes can always harvest 
enough power. 

It should be noted that because of the "store then use" 
strategy, the periodicity of activation of each Sensing Node in 
the neighborhood of a same Communicating Node is a 
function of the available electromagnetic power, and thus, it is 
specific for each Sensing Nodes. Also, this periodicity is a 
function of: the distance between the Sensing Node and the 
Communicating Node; the relative orientation and polarization 
matching between the antennas of the Sensing Node and 
Communicating Node; the electromagnetic properties of the 
propagation medium (e.g. metallic rebars position, humidity 
rate); etc. The temporal characterization of the Sensing Nodes 
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allows to estimate the time required for the Communicating 
Node to power or interrogate all the Sensing Node accessible 
in its neighborhood. The same Sensing Node will transmit 
several measured data during a specific time slot and thus, it 
allows the temporal redundancy. As a large majority of 
Sensing Nodes are accessible during a measurement 
campaign, a good spatial precision can be obtained. If some 
Sensing Nodes are non-reachable, the spatial redundancy 
allows to have enough precision. Finally, the variability in 
periodicity of activation of the Sensing Nodes is an efficient 
way to avoid collisions and interferences during data 
transmissions, which is already limited by the design of the 
LoRaWAN technology. 

To go further, we could consider the case of several fleets of 
Sensing Nodes, where each fleet is dedicated to the 
measurement of specific parameters and whose frequency 
band dedicated to the Wireless Power Transfer does not 
overlap the bands of the other fleets. Thus, each fleet can be 
discriminated by the configuration of their Wireless Power 
Transfer interface, and can be powered independently. In 
consequence, by tuning both the central frequency and the 
bandwidth of the generated radiative electromagnetic power 
by the Communicating Nodes, it becomes possible to power 
only a part of the fleets of Sensing Nodes, or to provide at 
each one a different periodicity of functioning. 

To increase the end-to-end efficiency, beamforming [62-64] 
and/or Frequency Diverse Arrays (FDA) [65,66] solutions can 
be applied in the radiative electromagnetic power source to 
independently or/and individually power each Sensing Node. 

 
i. Implementation of the Sensing Nodes 

Several prototypes of Sensing Nodes have been 
manufactured, as presented in Fig. 11 [16]. These use a unique 
antenna with a radiofrequency circulator, have a Printed 
Circuit Board (PCB) embedding the data management and the 
power management subsystems, and present some interface to 
connect the different kinds of sensors available on daughter 
boards. The implemented firmware specifies the unique 
identifiers, and is a function of the chosen sensor and of the 
chosen configuration for the wireless communication. 

III. EXPERIMENTAL RESULTS 

Several Sensing Nodes have been implemented, tested and 
characterized [16-18], in particular four in the latest version 
which are those presented in this Section. Their power 
consumption versus the configuration of the wireless 
communication and versus the used sensor, the duration of the 
first charge and of recharges, the required minimum radiative 
electromagnetic power as well as the estimated maximum range 
of use, the reproducibility (study based on all the Sensing Nodes 
implemented regardless their version), the efficiency, and the test 
in various configurations are key elements to certify the good 
functioning of the proposed Sensing Nodes. 
 

 
Fig. 11. Photographs of prototypes of the sensing nodes, using 
or not the Printed Circuit Board as a 6 cm x 8 cm metallic 
reflector plane located at 5 cm below the unique antenna. 

 

A. Characterization of the Power Consumption 

The power consumption of the data management subsystem 
constraints the design of the power management subsystem. 
This power consumption depends on the configuration of the 
wireless communication (in particular the transmission power, 
the data-rate (related to the duration of the transmission), and 
the size of the data payload); and on the sensor used. The 
objective is to provide the best trade-off between the reliability 
of the wireless communication and the power consumption. 
Furthermore, both hardware and software optimizations can 
still be performed to minimize as much as possible the energy 
required. 

Currently, the LoRaWAN wireless communication 
technology is employed. Each communication slot is 
composed of a 17 bytes long LoRaWAN frame, whose 13 
bytes are dedicated to the LoRaWAN protocol and 4 bytes 
dedicated to the data payload. Whatever the sensor used, the 
data payload could be reduced regarding the quantity of data 
to send (currently two) and by optimizing the data format 
(currently each data is formatted on two bytes). By reducing 
the data payload, it is possible to shorten the wireless 
transmission and to reduce the energy required for it. 
Generally, the energy required for the wireless transmission is 
higher than the energy required for the other processes 
(initialization, measurement, data formatting, etc.). For all the 
tested Sensing Nodes, the energy required for their 
initialization is quite similar (11.3 mJ in average), whatever 
the configuration of the wireless communication and the 
sensor used. 
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1. Power Consumption versus Transmission Power 

The transmission power is the first parameter of the 
configuration of the wireless communication which can be 
optimized. Indeed, the higher the transmission power is, the 
higher the energy required. Nevertheless, the lower the 
transmission power is, the shorter the range. 

Fig. 12 presents the power consumption of the Sensing 
Nodes versus the transmission power, for a fixed data-rate of 
250 bps (DR0) and 4 bytes of data payload. For this data-rate 
and this data payload, the data transmission lasts 1318.9 ms. 
The used LoRa module allows transmission power between +4 
dBm and +16 dBm, with a step of +2 dBm. Thus, 160.5 mJ in 
average (or 40.125 mJ per data byte, or 9.44 mJ per 
transmitted byte, or 1.18 mJ per transmitted bit) are required 
for a +14 dBm wireless transmission and 80.6 mJ (or 20.15 mJ 
per data byte, or 4.74 mJ per transmitted byte, or 0.59 mJ per 
transmitted bit) in average for a +4 dBm wireless 
transmission. Therefore, by reducing from +14 dBm to +4 
dBm the transmission power, the energy required for the 
wireless communication is almost halved, and the range of use 
is always sufficient: at least tens of meters even from a 
reinforced concrete beam and indoors. 

2. Power Consumption versus Data-Rate 

The data-rate is another parameter of the configuration of the 
wireless communication which can be optimized. Indeed, the 
faster the data-rate is, the shorter the duration of the data 
transmission, and the lower the energy required. Nevertheless, 
the faster the data-rate, the shorter the range is (because the 
demodulation becomes more complex). 

Fig. 13 presents the power consumption of the Sensing 
Nodes versus the data-rate, for a fixed power transmission of 
+4 dBm and for a 17 bytes long LoRaWAN frame. For 4 bytes 
of data payload, the data transmission lasts 1318.9 ms with the 
data-rate of 250 bps (DR0) and 51.5 ms with the data-rate of 
5470 bps (DR5). Thus, 80.6 mJ (or 20.15 mJ per data byte, or 
4.74 mJ per transmitted byte, or 0.59 mJ per transmitted bit) in 
average are required for a wireless transmission at a data-rate 
 

 
Fig. 12. Power consumption of the Sensing Node against the 
data transmission power, for the slowest data-rate (DR0) and a 
4 bytes data payload. 

 
Fig. 13. Power consumption of the Sensing Node against the 
data-rate, for a +4 dBm transmission power and a 4 bytes data 
payload. 
 
 
of 250 bps, and 4.68 mJ in average (or 1.17 mJ per data byte, 
or 0.28 mJ per transmitted byte, or 34 µJ per transmitted bit) 
for a wireless transmission at a data-rate of 5470 bps. Thus, by 
increasing from 250 bps to 5470 bps the data-rate, the energy 
required for the wireless communication is almost divided by 
17, and the range of use is always sufficient: at least a few tens 
of meters even from a reinforced concrete beam and indoors. 
For the fastest data-rate, the energy required for the wireless 
transmission is lower than the energy required for the other 
processes (initialization, measurement, data formatting, etc.). 
In this case, further optimizations -especially in the low-level 
software- must be achieved to reduce the overall power 
consumption of the Sensing Nodes. 

3. Power Consumption versus Sensor 

Because the Sensing Nodes are designed in order to be 
generic platforms where different kinds of sensor can be 
connected via specific daughter boards, the power 
consumption of each sensor must be limited. Consequently, 
these must be low power, have similar energy requirements 
and provide a similar amount of data in order to transmit a 
LoRaWAN data frame of similar length and duration. 
Fig. 14 presents the power consumption of the Sensing Nodes 
all based on an identical version of the electronic board versus 
the sensor connected on the board with a specific daughter 
board and with the associated firmware. The measurements 
are for a fixed power transmission of +4 dBm, a fixed data-
rate of 5470 bps and for a 17 bytes long LoRaWAN frame 
with 4 bytes of data payload. Thus, the HDC2080 sensor from 
Texas Instruments (Dallas, Texas, United States of America) 
requires 0.56 mJ of additional energy, the thermodiodes 3.03 
mJ, the strain gauge 4.81 mJ, and the resistivity sensor 3.16 
mJ. These additional energies are limited and can be 
minimized by hardware optimizations, especially on the 
daughter boards. By considering this diversity, the power 
management subsystem can be tuned to make the Sensing 
Nodes generic in terms of the employed sensors. Also, the 
simultaneous use of multiple sensors must be investigated. 
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Fig. 14. Power consumption of the Sensing Node against the 
sensor, for the fastest data-rate (DR5), a 4 bytes data payload, 
and a +4 dBm transmission power. 
 

4. Overall Power Consumption 

Finally, the energy required for a complete process depends 
on the configuration of the wireless communication (including 
transmission power and data-rate), and is little influenced by 
the sensor used. Thus, for the transmission of 4 bytes of data 
payload in a 17 bytes long LoRaWAN frame, in the worst case 
for the most reliable configuration of the wireless 
communication (transmission power of +14 dBm, and data-
rate of 250 bps) 210 mJ are required. On the other hand, in the 
worst case for the less reliable configuration of the wireless 
communication (transmission power of +4 dBm, and data-rate 
of 5470 bps), that still meets the requirements, 20 mJ are 
required. By using the average energy required and by adding 
20 % to compensate the variability and the aging, 250 mJ are 
stored in the first case and 21 mJ in the second. This 
represents respectively 62.5 mJ of stored energy per data byte 
(or 14.71 mJ of stored energy per transmitted byte, or 1.84 mJ 
of stored energy per transmitted bit); and respectively 5.25 mJ 
of stored energy per data byte (or 309 mJ of stored energy per 
transmitted byte, or 39 µJ of stored energy per transmitted bit). 

 

B. Temporal Characterization of the Duration of the First 
Charge and Recharges versus the Available Input Power 

The duration of the first charge and recharge gives a good 
approximation of the shortest periodicity of functioning of the 
Sensing Nodes possible depending on the available power it 
can harvest, and thus, indirectly of the distance to the power 
source(s). The energy to be stored by the power management 
subsystem and its efficiency constraint the duration of a first 
charge (from an empty energy buffer) and of recharges (from 
a previous complete charge). The efficiency is highly 
impacted by the efficiency of the rectenna, the power required 
by the Power Management Unit to work, and by the power 
losses of the DC-to-DC converter and of the energy buffer, the 
latter are function of the applied voltage. The objective is to 
provide the most efficient power management subsystem with 
the fastest charges and the lowest possible required input 
power to ensure the widest possible ranges. Moreover, 
hardware optimizations can still be performed in order to 

improve as much as possible the efficiency. 

1. Duration of the First Charge and Recharges 
versus the Available Input Power 

The characterization presented in Fig. 15 has been 
performed at 868 MHz, which is within a few MHz of the 
frequency to get the optimum use of the rectifier, and by 
applying a conducted electromagnetic power at the input of 
the radiofrequency circulator to transmit it to the input of the 
rectifier. The durations are computed by using the timestamps 
provided by the Communicating Node for each received 
LoRaWAN frame transmitted by the Sensing Node under test. 

Most of the first charges are performed under the cold-start 
process, during which an input voltage of around 330 mV is 
imposed by the Power Management Unit, as presented in Fig. 
10, which does not allow optimizing the power exchange 
between the rectenna and the energy buffer. Indeed, the 
rectifier is more efficient for higher voltages by considering 
the same input power. Once the cold-start is achieved, thanks 
to the activation of the hardware Maximum Power Point 
Tracking system, the power exchange between the rectenna 
and the energy buffer is improved. It must be noted that the 
rectifier output voltage saturates for the highest input powers. 
Generally, the lower the energy to be stored, the faster the 
charge; and the lower the available input power, the slower the 
charge. 
For the less reliable configuration of the wireless 
communication (transmission power of +4 dBm, and data-rate 
of 5470 bps) which requires 21 mJ to be stored, the Sensing 
Nodes can work with an input down to -17 dBm (or 20.0 µW) 
provided by the antenna to the radiofrequency circulator and at 
least up to +15 dBm (or 31.6 mW). Thus, the first charge lasts 
from around 17 hours and 21 minutes, to around 30 seconds, 
while the recharges from around 7 hours and 59 minutes, to 
around 6 seconds. 
 

 
Fig. 15. Durations of the first charge ('x', left) and recharges 
('o', left), and rectifier output voltages in open-circuit during 
the recharges ('*', right) against the conducted electromagnetic 
input power applied at the input of the rectifier of the Sensing 
Nodes, for a frequency of 868 MHz, and for two 
configurations of the wireless communication: transmission 
power of +4 dBm and data-rate of 5470 bps (dashed lines), 
and transmission power of +14 dBm and data-rate of 250 bps 
(dotted lines). 
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For the most reliable configuration of the wireless 
communication (transmission power of +14 dBm, and data-
rate of 250 bps) which requires 250 mJ to be stored, the 
Sensing Nodes can work with an input down to -14 dBm (or 
39.8 µW) provided by the antenna to the radiofrequency 
circulator and at least up to +15 dBm (or 31.6 mW). Thus, the 
first charge lasts from around 34 hours and 36 minutes, to 
around 1 minute and 10 seconds, while the recharges from 
around 14 hours and 38 minutes, to around 33 seconds. 

Therefore, longer periodicities can be obtained by 
controlling the duration and periodicity of activation of the 
power source by the Communication Node(s), and thus, 
without altering neither the software nor the hardware of the 
Sensing Nodes. 

2. Minimum Input Power and Experimental 
Estimation of the Range of Use 

As a reminder, the estimation of the maximum range to 
operate properly the Sensing Nodes according to the 
theoretical minimum required input power in function of the 
employed supercapacitor and in the worst case, are, 
respectively for the cold-start and the normal charging, for the 
2.2 mF capacitance: 3.63 m and 1.56 m with the +1.54 dBi 
gain antenna, and 4.94 m and 2.21 m with the +5.00 dBi gain 
antenna; and for the 22 mF capacitance: 5.86 m and 4.88 m 
with the +1.54 dBi gain antenna, and 8.34 m and 6.93 m with 
the +5.00 dBi gain antenna. These worst cases have apparently 
never been met during the various tests and characterization 
carried out. Indeed, the Sensing Nodes have properly operated 
for power at the input of the radiofrequency circulator down to 
-17 dBm (or 20.0 µW) and -14 dBm (or 39.8 µW), 
respectively for the less and the most reliable configurations of 
the wireless communication, both for the cold-start and the 
normal charging. 

Thus, by applying the Friis equation, the distance between a 
Communicating Node and specifically its Equivalent Isotropic 
Radiated Power of +33 dBm (or +3 dB, or 2 W) in the 868 
MHz Industrial, Scientific and Medical frequency band, and a 
Sensing Node equipped with the +1.54 dBi gain antenna can 
be estimated in the function of the required input power 
obtained experimentally. Thus, -14 dBm (or 39.8 µW) can be 
harvested at a distance of around 7.35 m and -17 dBm (or 20.0 
µW) at around 10.38 m, and around -10.6 dBm (or 87.1 µW) 
can be harvested at a distance of 5 m. By using a metallic 
reflector plane to get the +5.00 dBi gain antenna, -14 dBm (or 
39.8 µW) can be harvested at a distance of around 10.95 m 
and -17 dBm (or 20.0 µW) at around 13.78 m, and around -7.2 
dBm (or 190.5 µW) can be harvested at a distance of 5 m. 

It must be noted that a -17 dBm (or 20.0 µW) as minimum 
power at the output of the antenna is one of the lowest found 
in the literature. At our best knowledges, only [59] provides a 
power management subsystem which needs -19 dBm (or 12.5 
µW) in the 868 MHz Industrial, Scientific and Medical 
frequency band and -19.5 dBm (or 11.2 µW) in the 915 MHz 
Industrial, Scientific and Medical frequency band. 

 

C. Study of the Reproducibility 

In order to quantify the number of iterations to consider to 
be able to provide a relevant estimation of the average value 
from the measured data, few statistical analyses have been 
carried out.  

1. Reproducibility for a Sensing Node 

First, the variability for each Sensing Node has been 
measured. Because of the very long time required for the 
measurements, the study has been limited to two conducted 
electromagnetic powers at the input of the radiofrequency 
circulator: +15 dBm (or 31.6 mW) and +0 dBm (or 1.0 mW). 
Several sets of data have been produced at different times and 
under different environmental conditions, for Sensing Nodes 
using a 22 mF supercapacitor. The sets dedicated to the first 
charges are also limited because of the required time of 
measurements. 

Regarding the duration of the recharges for a power of +15 
dBm (or 31.6 mW), the average is closely similar in the 
various sets and the standard deviation is limited around 3.94 
% (or 1 second, that says the measurement step). Hence, the 
deviations can be mainly explained by the measurement 
precision (1 second) and by the functioning of the hardware 
Maximum Power Point Tracking system. Indeed, this achieves 
a sampling of the input open-circuit voltage each 16 s for 
nearly 256 ms, and matches its input impedance in the 
function of the sampled voltage and the voltage in the energy 
buffer. Depending on the time in the charge when the 
sampling takes place, (e.g., just after the discharge, just before 
the discharge, etc.), the impedance matching will be different, 
and the voltage provided by the rectifier will vary, all that will 
induce non-negligible time variation for the short recharges. 

Regarding the duration of the first charge for a power of 
+15 dBm (or 31.6 mW), the average is closely similar in the 
various sets and the standard deviation is limited to 1 second 
(or 0.88 %), that says the measurement step. Thus, the 
deviations can be mainly explained by the measurement 
precision (1 second). 

Regarding the duration of the recharges for a power of +0 
dBm (or 1.0 mW), the average is closely similar in the various 
sets and the standard deviation is limited to few seconds, that 
says around 1.15 %. 

Regarding the duration of the first charge for a power of +0 
dBm (or 1.0 mW), the average is closely similar in the various 
sets and the standard deviation is around 2.56 %. 

From these observations, it has been decided to consider the 
average value for at least 10 measurements in order to 
conserve a relevant order of magnitude. 

2. Reproducibility Between Sensing Nodes 

As presented in Fig. 16 and Fig. 17, there are few variations 
between the power consumption of different Sensing Nodes. 
These differences are mainly due to the variability in the 
components. In consequence, this variability is around 4.2 % 
and is compensated in the design of the Sensing Nodes by the 
20 % overestimation in the quantity of energy to store. 
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Fig. 16. Power consumption of the Sensing Nodes for a 
transmission power of +14 dBm and the slowest data-rate 
(DR0). 
 

D. Study of the Efficiency 

One of the figures of merit of the Sensing Node is the 
energy efficiency. This is defined here as the ratio of the 
energy available at the input of the Sensing Node (i.e. the 
power available at the input of the Sensing Node (the one 
harvested by the antenna) integrated over the period of 
interest) to the energy required for a complete process. This 
criterium must be considered in order to provide a sustainable 
system. 

According to Fig. 18, the efficiency is rather low for the 
first charge: between 2.16 % and 11.54 % for the Sensing 
Node with the less reliable configuration of the wireless 
communication and a 2.2 mF supercapacitor; and between 
4.59 % and 10.25 % for the Sensing Node with the most 
reliable configuration of the wireless communication and a 22 
mF supercapacitor; and according to Fig. 19, the efficiency is 
increased for the recharges, respectively: between 3.68 % and 
36.71 %; and between 7.91 % and 39.00 %. It must be noted 
that the two configurations do not present their peak of 
efficiency for the same input power. These are respectively 
reached at -9 dBm and at -5 dBm for the first charge, and at -2 
dBm and at +1 dBm for the recharges. In addition, the first 
configuration is more efficient for the lowest input powers, 
and the second for the highest. 

To improve the efficiency of the Sensing Node, the duration 
of the first charge and recharges must be minimized. 
 

 
Fig. 17. Power consumption of the Sensing Nodes for a 
transmission power of +4 dBm and the fastest data-rate (DR5). 

 
Fig. 18. Energy efficiency of the Sensing Nodes during the 
first charge against the conducted electromagnetic input power 
applied at the input of the rectifier, for a frequency of 868 
MHz, and for two configurations of the wireless 
communication: transmission power of +4 dBm and data-rate 
of 5470 bps (blue), and transmission power of +14 dBm and 
data-rate of 250 bps (red). 
 

Another efficiency which could be relevant to express is the 
one defined as the ratio of the energy transmitted by a 
Communicating Node to wirelessly power all the Sensing 
Nodes located in its neighborhood, to the sum of the energies 
consumed by each Sensing Node during a period of interest. In 
this case, the more Sensing Nodes there are, the higher the 
overall efficiency; and the higher the efficiency of each 
Sensing Node, the higher the overall efficiency. 

 

E. Qualitative Results 

To certify the proper functioning of the complete Cyber-
Physical System, and of each of its components (namely the 
Sensing Nodes and the Communicating Nodes) several 
qualitative tests have been successfully performed, in several 
configurations. 
 
 

 
Fig. 19. Energy efficiency of the Sensing Nodes during the 
recharge against the conducted electromagnetic input power 
applied at the input of the rectifier, for a frequency of 868 
MHz, and for two configurations of the wireless 
communication: transmission power of +4 dBm and data-rate 
of 5470 bps (blue), and transmission power of +14 dBm and 
data-rate of 250 bps (red). 
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For instance, a Cyber-Physical System composed of a 
meshed network of 2 Communicating Nodes (only 1 with a 
connection to the Internet) and 4 Sensing Nodes, whose 3 
located in the air cavities of a reinforced concrete beam, as 
partially presented in Fig. 20, have successfully been deployed 
and tested for temperature, relative humidity and electrical 
resistivity measurements. In this set-up, a Communicating 
Node has wirelessly powered and controlled over meters (at 
least 3 m, with at least 15 cm of reinforced concrete) the 
Sensing Nodes embedded in the reinforced concrete beam or 
located close to. It was observed that the 2 Communicating 
Nodes received all the data sent by the Sensing Nodes over at 
least a few tens of meters, and processed, stored and shared 
these in the meshed Network and with the digital world via the 
Internet. Obviously, a unique Communicating Node can easily 
manage several Sensing Nodes omnidirectionally over several 
meters. 

Moreover, indoors tests have allowed to successfully power 
and control Sensing Nodes with a unique Communicating 
Node at a distance of 11 meters in the air, and it seems 
possible to achieve wider ranges. 

Other relevant tests concern the use of the wireless power 
source in the air cavities of the reinforced concrete beam. With 
the power source in the central air cavity, it has been possible 
to power Sensing Nodes located in the two other air cavities, 
that says, through at least 30 cm of reinforced concrete, but 
also other Sensing Nodes located outside the reinforced 
concrete beam and over some meters. Finally, by locating the 
power source in one of the extremum air cavities and by filling 
the central air cavity with a reinforced concrete cap, a Sensing 
Node placed in the other extremum air cavity has been 
successfully powered, that says through at least 75 cm of 
reinforced concrete, in the case of a direct line of sight and 
without external reflection on the floor or wall. 
During all the experiments, no LoRaWAN frame transmitted 
by the Sensing Nodes (with a single or two different antennas)  
 

 
Fig. 20. Photographs of a complete Cyber-Physical System 
composed of 3 Sensing Nodes embedded in a reinforced 
concrete beam, and of 1 Communicating Node. 

were lost. It should be noticed that the two antennas of the 
Communicating Nodes (a transmitting antenna for the 
Wireless Power Transfer, and a receiving antenna for the 
LoRaWAN data transfer) are located in the same reduced 
space and operate with the same linear polarization. 

In conclusion, the qualitative tests have shown a strong 
disparity of the obtained results in function of the relative 
position of the Sensing Nodes with respect to the reinforced 
concrete and to the Communicating Node(s). They have also 
shown a very wide disparity in the properties of the reinforced 
concrete, which highly affects the Wireless Power Transfer 
[19]. 

IV. DISCUSSION 

The objective of this work is to design and implement a 
Cyber-Physical System based on the use of generic, low-
power, fully wireless, fully buried, battery-free, and 
omnidirectionally, wirelessly and remotely over meters 
powered and controlled Sensing Nodes, and which is 
dedicated to the Structural Health Monitoring of reinforced 
concrete in its full life, i.e. for decades. 

 

A. Current Solutions for the Structural Health Monitoring of 
Reinforced Concrete 

Among the Smart Concretes as defined in the civil 
engineering industry [67-69], a major part targets the same 
objectives as the McBIM project, i.e. for the Structural Health 
Monitoring: this is the self-sensing concretes. These can be 
intrinsic [68-71] or non-intrinsic (or instrumented by 
embedding transducers and/or sensors) [68,72-76] self-
sensing, but can even be defined as "connected" [77-80]. 

The current intrinsic [68-71] and non-intrinsic [68,72-76] 
self-sensing concretes are subjects of laboratory studies, which 
are not yet able to collect, store or transmit data without the 
use of an external equipment, generally connected by wires, 
complex, power consuming, and driven by an operator. 
Moreover, some of these are based on indirect measurements 
requiring signal processing, whilst others could be 
investigated to become transducers for Sensing Nodes. 

There are also wireless passive solutions which can be used 
for traceability or monitoring purposes, and which are based 
on RadioFrequency IDentification (RFID) tags [81-88] or on 
passive resonators [89,90], buried into concrete. These are not 
yet able to collect, and then transmit data without the use of a 
wireless external "reader" usually driven by an operator who 
must know their location because of the short range of the 
employed wireless communication technologies based on 
backscattering. Furthermore, no or only very few amounts of 
data can be stored. 

The other Smart Concretes are the instrumented ones, which 
are based on Wireless Sensor Networks usually embedded on 
the surface or buried at a small depth in the concrete (with a 
maximum depth of 15 cm found in the literature), some are 
from academics [91-101] and others from industrials [102-
112]. Table II. summarizes the properties of the available 
Sensing Nodes. Most of them use a wireless datalogger or a 
wireless transmitter manually placed on the surface, and which 
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TABLE II 
COMPARISON OF CURRENT SENSING NODES FOR THE STRUCTURAL HEALTH MONITORING OF REINFORCED CONCRETE 

 

Ref. 
Manufacturer or 
publication date 

Wireless communication technology 
(frequency) 

Deployment strategy 
(impacting on ease of 

implementation) 
Available sensor(s) Power source 

Estimated 
lifetime 

[77] Doka 

Cellular 
(2G, 3G, 4G);  

BLE 
(2.45 GHz) 

Node on concrete surface and 
sacrificed sensor in concrete 

Temperature* Battery 3 months 

[78] Concrefy 
LoRa 

(868 MHz) 
Node on concrete surface Temperature*; pressure Battery N/A 

[79] 
360 

SmartConnect 
NFC 

(13.56 MHz) 
Tag a few centimetres in 

concrete 
N/A Backscattering Very long 

[80] idencia 
RFID 

(13.56 MHz) 
Tag on concrete surface N/A Backscattering Very long 

[102] CAPTAE 

Cellular 
(3G, 4G); 

RFID 
(13.56 MHz) 

Node on concrete surface 

Temperature*; humidity; strength/constraints; elastic and 
inelastic deformations; inclination; pressure; 

displacement; defects and shock detection; weather 
parameters; almost any type of sensor on request 

Battery 
Between 1 
and 3 years 

[103] TELEMAC 
Cellular 

(3G) 

Wireless datalogger on 
concrete surface with 5 wired 
sacrificed sensors in concrete 

Temperature*; humidity; strength/constraints; elastic and 
inelastic deformations; inclination; load/pressure; 

displacement; defects and shock detection 
Battery 

Between 5 
and 10 years 

[104, 
118] 

CEMENTYS 
LoRa 

(868 MHz) 

Wireless datalogger on 
concrete surface with 8 wired 
sacrificed sensors in concrete 

Temperature*; humidity; strength/constraints; elastic and 
inelastic deformations; inclination; load/pressure; 

resistivity for corrosion estimation 
Battery N/A 

[105] itmsol 

Cellular (2G, 3G); BLE (2.45GHz); 
LoRaWAN (868 MHz); SigFox 

(868 MHz); NB-IoT; LTE-M; other 
solutions on request 

Wireless datalogger on 
concrete surface with up to 5 
wired sacrificed sensors in 

concrete 

Temperature*; humidity; strength/constraints; elastic and 
inelastic deformations; inclination; load/pressure; defects 

and shock detection 
Battery 

Between 7 
months to 6.4 

years 

[106] WAKE 

Cellular; 
RFID 

(13.56 MHz); 
BLE 

(2.45 GHz) 

Wireless datalogger on 
concrete surface with up to 24 

wired sacrificed sensors in 
concrete 

Temperature* Battery 
Between 4 

months and 3 
years 

[107] GIATEC 

Cellular; 
Wi-Fi 

(2.45 GHz); 
BLE 

(2.45 GHz) 

Node in concrete Temperature*; strength/constraints Battery 
Up to 4 
months 

[108] LumiCON Cellular Node in concrete Temperature*; strength/constraints Battery N/A 

[109] HILTI 
BLE 

(2.45 GHz); 
undefined LPWAN 

Node in concrete Temperature*; strength/constraints Battery 2 months 

[110, 
111] 

Maturix 
(Sensohive) 

NFC 
(13.56 MHz); 

RFID 
(13.56 MHz); 

SigFox 
(868 MHz) 

Node on concrete surface and 
sacrificed sensor in concrete 

Temperature*; humidity; strength/constraints Battery N/A 

[112] 
GreenWake 

Technologies 
Non-standardised 

(868 MHz) 
Node on concrete surface 

Temperature*; humidity; pressure; 
acceleration/inclination; magnetic field; luminosity; 

mechanical deformation 

Radiative WPT (2.45 
GHz) for battery-free 

node 
Very long 

[93] 2009 
Non-standardised 

 (2.45 GHz) 
Node on concrete surface 

Temperature*; humidity; deformations; luminosity; 
acceleration  

Battery Months 

[101] 2009 
ZigBee 

(2.45 GHz) 
Node on concrete surface Impedance 

Radiative WPT (2.45 
GHz) for battery-free 

node 
Very long 

[92] 2011 
Non-standardised 

 (433 MHz) 
Node in concrete Temperature*; humidity; impedance Battery N/A 

[94] 2012 
ZigBee 

(868 MHz) 
Node in concrete Temperature; humidity; electromechanical impedance Battery 

Nearly one 
month 

[115] 2016 
LoRa 

(868 MHz) 
Node on concrete surface Temperature*; humidity; car traffic (indirectly) 

Mechanical energy 
harvesting (vibrations) 
for battery-free node 

Long 

[97, 
98] 

2017 
Non-standardised 

 (169 MHz) 
Node in concrete Temperature*; strength/constraints 

Inductive WPT (100 
kHz) to recharge 

battery 
Months 

[99] 2018 
LoRaWAN 
(868 MHz) 

Node on concrete surface Temperature* 
Radiative WPT (845 
MHz) for battery-free 

node 
Very long 

[113] 2018 
LoRaWAN 
(868 MHz) 

Node on concrete surface Crackmeter 
Solar energy harvesting 

to recharge battery 
10 years 

[114] 2019 
LoRaWAN 
(868 MHz) 

Node on concrete surface 
Temperature*; humidity; pressure; displacement; 

acceleration/inclination; magnetic field 
Solar energy harvesting 

to recharge battery 
N/A 

[119] 2020 
Wired 
(N/A) 

Sensor in concrete and 
pseudo-node on concrete 

surface 
Resistivity for corrosion estimation 

External (laptop via 
USB) 

N/A 

This 
work 

Since 2018 
LoRaWAN 
(868 MHz) 

Node in concrete 
Temperature*; humidity; deformations; resistivity for 

corrosion estimation 

Radiative WPT (868 
MHz) for battery-free 

node 
Very long 

* Temperature measurements (that can be combined with humidity and/or strength measurements) are usually used during the curing phase in order to monitor 
the concrete maturity. 
N.B.: Cost information for each Sensing Node is not available. 
 
use one or several wired and sacrificed sensors buried in the 
concrete or placed on its surface. These solutions are 
increasingly using a wide variety of wireless communication 

technologies in order to remotely and digitally store and 
process the collected data. By removing the wires, the 
networks become more easily scalable, need less deployment 
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time, and thus, are less expensive. Regarding the wireless 
communication, the useful range is between some meters and 
hundreds of meters. A battery powers all these solutions, and 
therefore, those of the accessible solutions must periodically 
recharge or change it, and for the inaccessible solutions their 
lifetime is limited to a few months or a few years. Among the 
commercially available solutions, only [112] provides ambient 
energy harvesting or Wireless Power Transfer solution for 
powering the Sensing Nodes. 

All the current solutions can be deployed for low to medium 
term periods, often requiring external equipment, and can 
monitor, between others, the mechanical deformation, the 
moisture, the temperature, the pH, or the corrosion, but even 
detect and localize damages. 

Moreover, the solutions based of Wireless Sensor Networks 
allow to connect concrete [91-112]. Another way to achieve 
this is to use embedded wireless tags (e.g., RFID, NFC, etc.) 
which provide some information such as an identifier or a 
Uniform Resource Locator (URL) to wirelessly access through 
the Internet, the data in relation to the interrogate element [77-
80]. 

Nevertheless, few works deal with the recharge of the 
battery located in the concrete by the use of an inductive short-
range Wireless Power Transfer system [97,98]. Also, few 
wireless sensors deployed on concrete elements are battery-
free and wirelessly powered by a radiative Wireless Power 
Transfer system [99,101,112]. Finally, few solutions of 
wireless sensors dedicated to the Structural Health Monitoring 
of concrete structures use the ambient energy harvesting (from 
solar energy [113,114] or mechanical vibrations [115]) to 
recharge batteries and extend their lifetime. However, none of 
these systems is designed to be buried into concrete to ensure 
its long-term Structural Health Monitoring, and these are 
highly dependent on the environment of deployment, of the 
ambient energy sources and of the targeted application. 

Regarding the evaluation of the corrosion, there are no 
current solutions which are based on low-power, battery-free, 
fully wireless, and fully buried Sensing Node [24]. Indeed, the 
commercially available corrosion sensors for the reinforced 
concretes are usually placed on the surface of the reinforced 
concrete and have a limited life due to the use of batteries. 
These are based on the manual measurement of the surface 
electrical resistivity [116,117]; or are buried in the near 
surface and are automatically driven by a datalogger [118]. 
Another solution is based on a passive sensor which can be 
locally interrogated by a magnetic field [89]. Finally, an 
electrical resistivity sensor fully buried in reinforced concrete 
is presented in [119], but this one is not yet able to wirelessly 
transmit the collected data, and is not energy autonomous. 
Consequently, to our best knowledge, the first generic Sensing 
Node dedicated to the Structural Health Monitoring of 
reinforced concrete, which is fully buried, fully wireless, low-
power, battery-free, wirelessly powered and controlled, and 
part of a Cyber-Physical System that can automate the 
monitoring, is proposed here. 

Thus, the proposed communicating reinforced concrete can 
be characterized as a non-intrinsic self-sensing and data 
storing reinforced concrete based on the use of an embedded 
fully Wireless Sensor Network composed of buried Sensing 
Nodes employing Non-Destructive Testing methods. These 

Sensing Nodes can use a large variety of sensors to measure 
various parameters of the reinforced concrete during its entire 
life, and can be considered as wide aggregates planned in the 
recipe, randomly located and physically inaccessible. The 
range of use of both the Wireless Power Transfer and the 
wireless communication of the implemented Wireless Sensor 
Network covers a relevant volume of reinforced concrete (that 
says at least from ten of meters in all the directions), and for 
long-term, (that says for decades). Moreover, its use is 
automated and does not required human interventions or 
external equipment; it wirelessly connects the digital world 
through the Internet; the traceability, the data storage in the 
material, and the Structural Health Monitoring are 
simultaneous ensured during all its life. Finally, its 
deployment is independent of the environment and of the 
targeted application. 

 

B. Current Solutions for the Wireless Power Transfer of 
Wireless Sensor Networks 

The proposed solution can easily be scalable to other 
applications and can also be considered as a Wireless Sensor 
Network wirelessly powered. 

Today there are few commercially available solutions to 
recharge the battery of devices through radiative Wireless Power 
Transfer [120,121]. Moreover, these are limited in terms of 
distance and of efficiency: it is more a question of increasing the 
discharge time of a device than really recharging it during its use. 

Nevertheless, some academic researches or few start-up 
companies deal with complete battery-free Sensing Nodes 
wirelessly powered through radiative Wireless Power Transfer 
and which use Low Power Wide Area Networks or Wireless 
Personal Area Network wireless communication technologies 
[101,112,122-126]. The latter are compared in Table III. 
Besides, these meet the requirements of the Simultaneous 
Wireless Information and Power Transfer paradigm, thanks to 
frequency and/or spatial multiplexing. Among these, few are 
dedicated to the Structural Health Monitoring of civil 
infrastructures but are always deployed on the surface of existing 
structures and could require the use of a vehicle such as 
[101,112]. 
Finally, some works deal with the theoretical or experimental 
aspects of the radiative Wireless Power Transfer through the 
reinforced concretes, and study especially the impact of the 
reinforcements [127-130]. 

Thus, the proposed solution is only based on off-the-shelf 
components (excepted for the rectenna, for which no commercial 
solution is available); employs a unique antenna and a 
radiofrequency circulator both for the wireless communication 
and the Wireless Power Transfer which take place in the same 
Industrial, Scientific and Medical frequency band; allows the 
implementation of a complete Cyber-Physical System from the 
measurement inside the reinforced concrete to the process and 
storage in the digital world via the Internet, and through the 
wireless communication; and is successfully deployed in a harsh  
environment, namely the reinforced concrete which is a harsh 
medium of propagation for the electromagnetic waves. 
Regarding the range of use, this is mainly constrained by the 
Wireless Power Transfer and not by the wireless 
communication, but it covers several meters, which is more than



20 
DOI: 10.1109/JIOT.2023.3321958         IoT-30049-2023 

TABLE III 
COMPARISON OF CURRENT SOLUTIONS FOR THE WIRELESS POWER TRANSFER OF WIRELESS SENSOR NETWORKS DEDICATED TO 

STRUCTURAL HEALTH MONITORING APPLICATIONS 
 

Reference [101] [112] [122] [126] [123] [124] [125] 
Previous 

version of this 
work [18] 

This work 

Date of 
publication 

2009 2021 2017 2019 2021 2017 2018 Since 2018 

Wireless 
communication 

technology 
(frequency) 

ZigBee 
(2.45 GHz) 

N/A 
(N/A) 

Bluetooth Low 
Energy 

(2.45 GHz) 

LoRa 
(2.45 GHz) 

DASH7 
(433 MHz) 

Bluetooth Low 
Energy 

(2.45 GHz) 

LoRaWAN 
(868 MHz) 

Sensor Impedance 

Temperature*; 
relative 

humidity; 
pressure; 

acceleration; 
inclination; 

magnetic field; 
luminosity; 
mechanical 
deformation 

Temperature* 
and relative 
humidity; 

acceleration 

Acceleration 
Temperature* 
and relative 

humidity 

Temperature*; 
pressure; 

acceleration 

Temperature* and relative 
humidity; dielectric resistivity; 

mechanical deformation 

Wireless Power 
Transfer 

frequency 
2.45 GHz 2.45 GHz 868 MHz 2.45 GHz 868 MHz 868 MHz 868 MHz 

Transmitted 
power (dBm) 

+30 +27 to +36 
+23 
to 

+35 
+34.6 +27 (*2) +27 or +33 +27 +33 

Range of input 
power (dBm) 

N/A -9 to +15 -10 to +5 N/A From -17 From -10.5 -14 to +15 -17 to +15 

Maximum 
tested range of 

use (m) 
1 

Several meters 
to few tens of 
metres (FAQ) 

0.5 to 
1 

1.5 0.54 
Up to 8.4 and 
16.8 expected 

2 7 11 

Cold-start 
compatibility 

N/A N/A YES YES YES YES YES 

Periodicity 27 s N/A 0.5 s 8 s to 259 s 

21 s to 2 h 20 
min 

(controlled by 
MCU) 

5 s to 18 s 

33 s to 14 h 38 
min 

(controlled by 
WPT) 

6 s to 7 h 59 
min 

(controlled by 
WPT) 

Energy buffer 
100 µF 

capacitor 
200 µF tunable 

capacitor 
Capacitor 

2 470 µF 
capacitors 

8 mF 
capacitor 

1 mF capacitor 
22 mF 

supercapacitor 
2.2 mF 

supercapacitor 

Consumption 
strategy 

Simultaneous 
store and use 

N/A 
Simultaneous 
store and use 

Store then 
use 

Simultaneous 
store and use 
OR store then 

use 

Store then use Store then use 

Size (cm x cm 
x cm) 

Not-fully 
implemented 

7 x 5.2 x 0.9 
(without 
antenna) 

Not integrated 3 x 3 x 0.5 Not integrated Not integrated 14 x 9 x 6 8 x 6 x 5 

* Temperature measurements (that can be combined with humidity and/or strength measurements) are usually used during the curing phase in order to monitor 
the concrete maturity. 
 
a major part of the published solution. Only one proposition 
provides higher theoretical ranges of use (16.8 meters) but by 
using a commercially unavailable Power Management Unit 
[124]. Nevertheless, by optimizing the proposed solution, this 
range of use seems to be reachable. Because long periodicities 
are targeted (on a daily, weekly or monthly base) the "store then 
use" strategy with a cold start ability seems the most appropriate 
configuration for the targeted application. Furthermore, as long 
lifespans are wanted, the design provides as little components 
and complexity as possible in order to limit as much as possible 
the points of failure. 

 

C. Areas of Improvement and Future Works 

The proposed Sensing Nodes are presented as true prove-of-
concept. Nevertheless, these can be optimized both on hardware 
and on software. 
First, each component of the electromagnetic energy harvester 
(antenna and rectifier), as well as their association (through the 
impedance matching network), can be improved, and tuned to be 
the most effective on the targeted frequencies and power 
densities [5,131]. Moreover, the rectenna can be designed to be 
multiband or wideband to scavenge a larger part of the available 
electromagnetic spectrum, and can be placed in arrays to 
scavenge larger part of the available electromagnetic power. The 
frequency band(s) and the bandwidth(s) of a rectenna are 
imposed by the smallest overlap between those of the antenna 
and those of the rectifier, which is related to their impedance 
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matching. The relevant parameters of a rectifier are, between 
others: its topology (e.g., shunt, in series, doubler, Dickson 
charge pump, etc.); its non-linear rectifying element (e.g., diode, 
Schottky diode, tunnel diode, metal-insulator-metal diode, spin-
diode, complementary metal oxide semi-conductor (CMOS) 
transistor, etc.); its frequency band(s); and its bandwidth(s). The 
relevant parameters of an antenna are, between others: its type 
(e.g., patch, dipole, etc.); its frequency band(s); its bandwidth(s); 
its polarization (linear, circular or elliptic); its gain in each 
frequency band(s); and its radiation pattern. Thus, the rectenna 
can be characterized regarding: its frequency band(s); its 
bandwidth(s); its minimum power density required; its 
efficiency; its output voltage and current; its optimal load; but 
also, its size and its weight. In fact, the size of the Sensing Node 
is correlated to the size of its antenna, which is closely related to 
the wavelength, and therefore, a trade-off must be found between 
volume and performances (especially the radiation pattern and 
gain). Finally, the rectenna can be manufactured thanks to three-
dimensional (3D) or inkjet printing, or additive techniques, and 
on various substrates (e.g., PolyEthylene Terephthalate (PET), 
paper, textile, etc.), which can be flexible [5,131]. 

The antenna must also be tuned to efficiently operate direct 
contact of the reinforced concrete both for the WPT and the 
wireless communication [47,52]. 

In addition to the improvement of the rectenna and with the 
same aim of lengthening the range of use of the Wireless Power 
Transfer, the minimum input power required by the data power 
subsystem must be minimized. This can be achieved by reducing 
the power required by the Power Management Unit (e.g., by 
using another one) and lost by the energy buffer and the DC-to-
DC converter [57-59]. 

To shorten the duration of the first charge and recharge, in 
addition to optimizing the power management subsystem, the 
energy required by the data management subsystem must be 
reduced (e.g., by using lower power MicroControler Unit, 
transceiver, and sensor, or employing other solutions). Thus, first 
tests have been performed by using Bluetooth Low Energy 
wireless communication technology (with a QN9080 all-in-one 
module from NXP Semiconductors (Eindhoven, Netherlands)) 
rather than LoRaWAN [39]. The implemented Sensing Nodes 
do not have the same level of maturity as the previous ones and 
use two antennas because two different Industrial, Scientific and 
Medical frequency bands are used. The Bluetooth Low Energy is 
configured in broadcaster/observer mode, and allows to reduce 
the energy needed by the data management subsystem, at the 
cost of a less resilient and shorter range wireless communication. 
This is highly impacted by the reinforced concrete. This 
implementation requires 1.16 mJ to be stored in a 100 µF 
EEEFK0J101P capacitor from Panasonic (Kadoma, Osaka, 
Japan). This allows a complete process with the initializations, 
the measurement, the formatting, and the 4 transmissions of a 19 
bytes long advertising frame (whose only 3 bytes are dedicated 
to the data payload) on 3 different advertising channels for a 
transmission power of +0 dBm and a data-rate of 1 Mbps. In 
other words, 1.16 mJ stored is also 390 µJ per data byte, or 61.6 
µJ per transmitted byte, or 7.7 µJ per transmitted bit. 
Consequently, another trade-off between the reliability of the 
wireless communications and the energy consumption must be 
sought. The redundancy through the transmission of more 

frames on more channels allows to increase the reliability at the 
cost of more important energy needs. 

The current sensors must also be optimized to be more 
accurate and to consume less power, and other sensors must be 
employed. In addition, the resistivity sensor must be improved 
by using an alternative current source to limit the polarization 
effect on the concrete, and configurations other than the Wenner 
could be implemented [24,119]. 

In complement to the improvement of the rectenna, the overall 
efficient of the Wireless Power Transfer system and its range of 
use can be increased by focusing the transmitted power on the 
Sensing Nodes thanks to beamforming [62-64] or Frequency-
Diverse Arrays (FDA) [65,66] techniques, to waste as little 
power as possible, but also by employing more efficient 
waveforms [5,64,131,132] or by using relays [133]. Finally, 
there are also solutions used to recover the energy due to the 
harmonics lost during the wireless data transmission [134]. 

With a different approach, alternative strategies of deployment 
of the Sensing Nodes in the reinforced concrete can be 
discussed. It is possible: (1) to deploy only the sensor in the core 
of the concrete and the rest of the Sensing Node near or on the 
surface so the measurements are performed in the places defined 
as the most relevant and the Sensing Nodes are accessible, thus 
replaceable and updatable; but also (2) to deploy the Sensing 
Node in the core of the concrete and the antenna near or on the 
surface so the measurements are performed in the places defined 
as the most relevant and the Sensing Nodes are inaccessible but 
the constraints of the electromagnetic propagation through the 
reinforced concrete are released [19]. In these two cases, the use 
of wires between the different parts can create weaknesses in the 
reinforced concrete and an access on the surface is also an access 
point for the pollutants and other contaminants, such as the air 
and the water which can induce faster corrosion. 

A last point of work is the packaging, which must allow to 
deploy the Sensing Nodes directly in the reinforced concrete (no 
more in air cavities) and to make possible reliable measurements 
in it [86,87,94,119,135,136]. 

Finally, it could be noted that the design and the 
implementation of this Cyber-Physical System were carried out 
simultaneously by considering the cyber-security aspects 
(especially data integrity, confidentiality, and availability), 
through a security analysis, in particular by defining the main 
hypothesis of the attacks and its consequences, but also the 
countermeasures and the security solutions [137]. 

V. CONCLUSION 

In the framework of the McBIM project, a Cyber-Physical 
System dedicated to the Structural Health Monitoring of 
reinforced concrete is proposed through the design and 
implementation of a communicating reinforced concrete. This 
industrial Internet of Things system allows to connect the 
physical and digital worlds through the Internet, by employing 
a Wireless Sensor Network composed of Communicating 
Nodes and Sensing Nodes. The Sensing Nodes are able to 
locally generate, format and transmit measured physical data, 
and the Communicating Nodes are able to locally gather, 
locally and/or remotely process, store and exchange the 
collected data. The Sensing Nodes, which are the core of this 
paper, are generic being able to use sensors for measuring 
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various relevant parameters for the Structural Health 
Monitoring of reinforced concrete (e.g., the temperature, the 
relative humidity, the mechanical deformation and the 
electrical resistivity). These are low-power, battery-free, able 
to cold-start, wirelessly energized and remotely powered and 
controlled by a radiative Wireless Power Transfer system part 
of the Communicating Nodes. Moreover, these Sensing Nodes 
are designed to be fully buried in the reinforced concrete. 

The proposed Cyber-Physical System is based on, at our best 
knowledge, the first fully buried, fully wireless and energy 
autonomous Sensing Nodes, which is, in addition, able to 
estimate the corrosion rate by electrical resistivity 
measurement performed inside the reinforced concrete. This 
industrial Internet of Things system can be easily scaled to 
other applications, with less restrictive medium (in terms of 
electromagnetic waves propagation) than the reinforced 
concrete. Experimental results demonstrated that the 
prototypes of the Sensing Nodes have been omnidirectionally 
powered and controlled by a Communicating Node up to 11 
meters indoors. Higher ranges of use (in terms of Wireless 
Power Transfer) could be achieved with some improvements 
in terms of rectenna sensitivity and efficiency. It must be 
noted, that this is not the wireless communications -here based 
on the LoRaWAN technology (which can work over at least 
tens of meters from a reinforced concrete beam, and up to 
kilometers outdoors)- which limits the range of use, but the 
Wireless Power Transfer, specifically in regards of the 
maximum Equivalent Isotropic Radiated Power allowed by the 
regional regulators according to the frequency band (here of 
+33 dBm, or +3 dB, or 2 W) and the rectenna efficiency. By 
simultaneously using the 868 MHz Industrial, Scientific and 
Medical frequency band for both the wireless communication 
and the Wireless Power Transfer, the Sensing Nodes meet the 
requirement of the Simultaneous Wireless Information and 
Power Transfer paradigm by using a unique antenna and a 
radiofrequency circulator. The Sensing Nodes are considered 
physically inaccessible because buried in the reinforced 
concrete, and no data downlink is implemented between the 
Communicating Nodes and the Sensing Nodes. The 
periodicity of measurement and wireless communication are 
not defined by software nor hardware, this is through the 
Wireless Power Transfer system and its power/energy 
downlink path that this periodicity is tuned by the 
Communicating Nodes. Lower the energy to store and higher 
the power harvested, shorter the periodicity. Thus, a maximum 
periodicity between several hours and a few seconds can be 
achieved, respectively for harvested electromagnetic powers 
(measured at the input of the radiofrequency rectifier) between 
-17 dBm and +15 dBm. 
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