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A B S T R A C T

Conventional fault detection methods in photovoltaic systems face limitations when dealing with emerging monitoring systems that produce vast amounts of high-dimensional data across various domains. Accordingly, great interest appears within the international scientific community for the application of artificial intelligence methods, which are seen as a highly promising solution for effectively managing large datasets for detecting faults. In this review, more than 620 papers published since 2010 on artificial intelligence methods for detecting faults in photovoltaic systems are analyzed. To extract major research trends, in particular to detect most promising algorithms and approaches overcoming excessive time calculations, a conventional bibliographic survey would have been extremely difficult to complete. That is why this study proposes to carry out a review with an innovative approach based on a statistical method named Bibliometric and a Expert qualitative content analysis. This methodology consists of three stages. First, a collection of data from databases is carried out with all precautions to achieve a large, robust, high-quality database. Second, multiple bibliometric indicators are chosen based on the objectives to be achieved and analyzed to assess their real impact, such as the quantity and nature of publications, collaborative connections among organizations, researchers, and countries or most cited articles. Finally, the Expert qualitative content analysis carried out by experts identifies the current and emerging research topics that have the greatest impact on fault detection in photovoltaic systems using artificial intelligence.

1. Introduction

The need to reduce and replace fossil fuels has led to a significant increase in alternative energy production, coupled with a serious reduction in the cost of designing, installing, and maintaining photovoltaic (PV) systems. To be effective, these systems must be scalable, making them competitive as a mature energy solution on the market [1]. In addition, in the past few years, harnessing solar energy through photovoltaic electrical production has been acknowledged as the most efficient method for generating power from the environment [2]. Photovoltaic energy is essential to promote social transformation and long-term economic development [3]. However, despite steady progress in emerging technologies regarding efficiency [4], the continuity of production of these various
systems encounters a major obstacle because faults are frequently present. Moreover, the time required to detect and resolve these faults can be more than one week, leading to significant production losses [5]. For example, in 2018, the loss of production due to faults and degradation was estimated at 17.5% of the total energy production [6]. In the worst case, some of these faults deteriorate photovoltaic systems at a rate of 0.8% per year, while others can even cause discontinuity in the production of a part or the entire system [7].

Like other power plants, photovoltaic systems are susceptible to faults in any of their components. The fundamental building block of a photovoltaic system is a solar cell, which serves as the active element responsible for converting sunlight directly into electricity. Solar cells have the option to be linked either in a series or in parallel with basic electrical protections such as bypass diodes to form a complete photovoltaic module. To ensure long-term functionality, solar cells are encapsulated in a secure environment with additional protection, known as a photovoltaic module [8]. Furthermore, photovoltaic modules can be interconnected to create a photovoltaic string (where modules are connected in series) or a photovoltaic array (where multiple strings are connected in parallel) [9,10]. Photovoltaic power plants are made up of one or more photovoltaic arrays, equipped with protection diodes called anti-reverse diodes and conventional electrical converters that allow connection to local grids or loads.

Finally, a complete photovoltaic system can be complex, particularly in large-scale power plants. Various architectural approaches exist for assembling arrays in parallel to increase current and reduce the number of components in power converters. Alternatively, additional power electronics can be introduced to ensure continuity of production and achieve the desired power output and reliability for photovoltaic installation [8]. These elements and their respective electrical connections can be clearly observed in Fig. 1.

Fig. 1 illustrates a photovoltaic system that corresponds to one of the most widely used configurations, called the series-parallel configuration. There are other configurations as well, such as Ridge Linked or Total Cross Tied configurations [11].

The selection of a particular configuration is influenced by a range of factors. For instance, despite the fact that the total cross-tied and bridge link configurations exhibit superior power performance compared to the series-parallel configuration, their limited economic feasibility has hindered their widespread adoption [12]. Numerous research studies suggest several comprehensive approaches to design a photovoltaic installation adapted to specific situations, showcasing the depth of knowledge in this scientific domain.

Given the complexity of the structures of the photovoltaic system, faults can be caused by various factors such as deterioration of photovoltaic cells or their environment, including cell cracks, overheating, moisture penetration, degradation of interconnections, and corrosion of the connections between cells [13–34]. Similarly, faults in other parts of photovoltaic systems can be originated by issues such as broken encapsulation, short or open circuits, problems with junction boxes and other secure functions, or faulty inverter modules [14,20,24,27,35–50]. At the array level, faults such as ground, line to line, or arc can occur, especially in photovoltaic plants with a capacity exceeding 100 kWp [51–67]. Faults also often occur in the junction box, which can be induced due to other faults such as short circuits, damage or corrosion of connections, or open circuits [20,27,40,49,68–73]. Furthermore, faults can also be attributed to diodes used as security components, either due to improper implementation (e.g., diode polarity reversal during assembly, poorly connected or omitted diodes) or electrical destruction during various operations [20,49,52,65,74–76].

Detecting faults, regardless of their nature or origin, is crucial for the preventive or corrective maintenance of photovoltaic systems [77]. However, distinguishing between an actual fault and a mere lack of production becomes challenging due to the influence of meteorological conditions [58] and the continuous changes in operating conditions, as well as the presence or absence of maximum power point tracking devices [54]. Indeed, there exist numerous scenarios in this field where the electrical behavior of faulty panels closely resembles that of panels without any faults [3,78,79].

A comprehensive analysis of fault characteristics and the significance of detecting faults at an early stage is presented in reference [80]. Currently, the choice of appropriate methods for identifying faults relies on factors such as the type of the fault (line-line, short circuit, open circuit, hot spot, partial shadow, etc.). The complexity of the problem significantly increases when multiple faults need to be monitored by the same system using the same algorithm, especially when the faults occur intermittently and manifest so
rapidly that they cannot be detected [81]. Therefore, there is a need to improve existing strategies to develop more efficient systems with online predictive fault detection capabilities applicable across a broad spectrum of solar or photovoltaic systems.

Taking into account the numerous factors that influence the fault detection processes in photovoltaic (PV) systems, several authors have proposed conventional reviews as a means to understand current fault detection research in photovoltaic systems [1,37,39,45,66,69,82–93]. These reviews highlight the rapid replacement of conventional fault detection methods with artificial intelligence-based approaches. This change is attributed to the limitations of conventional methods, such as infrared/thermography [94–97], ultrasound inspection [98,99], electroluminescence imaging [100–102], and lock-in thermography [103,104]. These conventional methods struggle to handle the substantial amounts of multidomain data collected by new photovoltaic monitoring systems (including electrical, thermal, environmental, historical, and technical data). Additionally, conventional methods were designed to detect specific types of faults in photovoltaic systems, and some even require photovoltaic panels to be disconnected, halting overall photovoltaic production. Furthermore, conventional systems are challenging to reconfigure to detect other types of fault or the same fault under varying test conditions. Even conventional detection methods, such as visual inspection [98,105–107], are highly relying on human observers, making them quite subjective.

Despite offering valuable insights into the research landscape, some of these art reviews possess notable limitations, which have motivated the objectives of this study. The main objective of this research is to create a comprehensive review that can serve as a fundamental resource for the advancement of future studies and potential policies aimed at enhancing energy efficiency. To achieve this, the study not only explores some of the most representative articles on fault diagnosis in photovoltaic systems using artificial intelligence, but also categorizes them based on the principle of the algorithm used. Additionally, this research provides a synopsis of upcoming studies, with the goal of streamlining the research process by quickly identifying major contributors, publications, journals, research facilities, and countries within the relevant field. All of these aspects accelerate the beginning of research efforts and even aid in the selection of appropriate machine learning algorithms based on specific application conditions.

Academic institutions generally use two research strategies to comprehend the latest developments: quantitative and qualitative research. Quantitative research involves the analysis of numerical data (for example, statistics), while qualitative research delves into non-numerical data, such as language, to study concepts, establish hypotheses, or interpret patterns. However, a comprehensive understanding of the current state of a given field requires the simultaneous use of both research strategies. For this reason, in order to further develop this comprehensive review of the state of the art, this study introduces an innovative hybrid methodology (combining qualitative and quantitative approaches) for analyzing and identifying promising and cutting-edge research topics in artificial intelligence for photovoltaic fault detection, with potential applicability in other domains.

The proposed methodology combines bibliometric analysis (statistical analysis interpreted as a quantitative analysis) and expert qualitative content analysis to assess the latest developments. This approach allows identification of research gaps, trends, collaboration networks, prolific authors, and notable publications in the field. It also aims to detect emerging promising topics and propose new areas of research. Furthermore, this methodology not only identifies documents that use artificial intelligence for photovoltaic fault detection, but also groups them based on similarities in the algorithms used in each research. To our understanding, this approach has never been utilized in the field of artificial intelligence to detect faults in photovoltaic systems before.

This study makes multiple contributions. Firstly, it introduces a hybrid methodology capable of analyzing large amounts of existing information in the literature to discover hidden relationships and new research trends objectively. Secondly, the proposed methodology can identify the family (analogical, connectionist, evolutionary, symbolic, regression and Bayesian) to which the machine learning algorithms used in each photovoltaic system fault diagnosis article belong. Thirdly, this study also presents a compilation of the most used algorithms for each machine learning family, along with the corresponding number of associated articles.

Fourthly, this study not only explores articles addressing the issue of fault detection in photovoltaic systems, but also presents the journals, authors, countries and laboratories with the greatest impact in this area. Fifthly, the study outlines a set of key aspects for the selection and development of efficient machine learning algorithms tailored for photovoltaic system fault diagnosis. Sixthly, it highlights a range of aspects related to data monitoring in photovoltaic systems that significantly improve the performance of fault detection algorithms and facilitate their integration into commercial systems. Lastly, the seventh contribution of this study lies in demonstrating the need to construct a formal fault dictionary to solve the challenge of effective fault labeling in photovoltaic systems.

This study follows the following structure: Section 2 introduces the motivation behind this study. Section 3 presents the related work and methodology. Section 4 covers data collection. Section 5 focuses on bibliometric analysis. Section 6 presents the analysis of qualitative content from experts. Section 7 highlights promising research topics. Section 8 discusses challenges. Finally, Section 9 provides the discussion and conclusions drawn from the review analysis.

2. Motivation

As mentioned in this study, numerous review documents are available on various fault detection methods in photovoltaic systems [1,37,39,45,66,69,82–93]. However, these reviews use conventional state of the art review methodologies that have certain limitations.

Firstly, algorithms are mainly compared based on their accuracy value in fault detection. This presents an issue as it must be considered that not all machine learning algorithms are trained under the same conditions. In other words, different datasets, weather conditions, and photovoltaic technologies are used, among others. These conditions vary depending on the specific application for which machine learning algorithms are used.
Secondly, none of the reviews emphasize evaluating algorithms separately based on the availability of fault labels. A label can be understood as a term that characterizes a specific fault behavior, such as “snail trail”, “broken glass”, “hot spot”, among others. The challenge of assigning labels for accurate fault diagnosis in energy generation systems is one of the main current challenges, as it requires multiple field tests and experts who can accurately, unambiguously, and robustly extract specific fault characteristics. It is this information that allows for accurate fault diagnosis. Not addressing this issue increases the difficulty for researchers in making decisions about the appropriate algorithm for each specific application based on the available data.

Third, subjective factors cannot be completely eliminated when selecting studies for conventional reviews, often leading to the exclusion of important studies [108]. At times, the selection process lacks transparency or authors take a subjective approach when identifying emerging research topics.

Fourth, many times, these reviews fail to provide the necessary discussion and information for academic and industry communities, which hinders the recognition of crucial authors, organizations, countries, documents, sources, and keywords. Furthermore, the timely detection of emerging research domains becomes a challenge, limiting our understanding of prior scientific endeavors and potential academic research. Moreover, the advancement of scientific development and technological innovation is also impeded.

Fifth, these studies fail to harness the full potential of artificial intelligence to handle multivariate data of high dimensions and extract hidden relationships within complex and dynamic environments such as BIG DATA [109]. The motivation behind conducting this study, which offers significant theoretical contributions to the field of fault detection in photovoltaic systems and energy management, is to attempt to provide a novel solution to the five limitations of conventional reviews, along with the observed concerns in the field.

3. Related work and methodology

As mentioned in Section 2, the methodologies have limitations due to the human capacity required to analyze numerous documents accurately and impartially. Consequently, it becomes challenging to provide a comprehensive and unbiased overview of the conceptual and intellectual framework of a scientific field, emerging research areas, or collaboration networks.

Bibliometrics, on the other hand, is a valuable tool that can address the subjectivity issues encountered in conventional state of the art reviews. Additionally, this tool enables the mapping of collaboration networks, emerging research areas, and relevant technological fields. References such as [110–113] highlight the capabilities of bibliometrics in quantitative analysis. Using computer engineering, database management, and statistical techniques, bibliometrics organizes, explores, and analyzes large volumes of information (Big Data) in a structured manner. It can accomplish tasks that are impossible to be analyzed by human capacities alone [114]. A formal definition of bibliometrics is provided in [115]. Moreover, bibliometrics facilitates the decision-making process and the prediction of emerging technologies [116–118].

The treatment of big data using Bibliometrics follows a well-defined protocol. It involves translating the analysis into nodes, links between nodes, and networks with varying potential. This graphical representation is particularly suitable for engineering and research applications [119]. Visualizing the results of the analysis using bibliometric, based on the principle of nodes and networks, is called a bibliometric map or network. Fig. 2 presents an example schematic to illustrate how the results of an analysis can be represented using a Bibliometric map.

Fig. 2 illustrates an example of a network of 10 nodes. Each node represents a size and is represented by circles, with the circle size proportional to the number of entities sharing similar attributes, indicated by the value inside the node. Each cluster is denoted by a different color. The thickness of the lines connecting the nodes is proportional to the corresponding value on the line, while the spacing between the circles represents the intensity of collaboration. As mentioned in [120], this type of bibliometric analysis and

![Fig. 2. Example of a bibliometric network represented graphically, consisting of various nodes and lines. Each node is assigned a number and a color, which correspond to different entities based on the type of study conducted. The number represents the size of the node, indicating the proportion of entities sharing similar attributes. Nodes with the same color are grouped together, indicating high affinities and forming clusters. The lines in the graph represent the connections between nodes. The thickness and spacing of the circles on the lines reflect the intensity of the affinity between two nodes. A thicker line and closer circles indicate a stronger connection between entities. A higher number associated with a line confirms that the links between two entities are highly intensive.](image-url)
visualization has become an indispensable tool for measuring scientific progress in various scientific fields, with different applications and degrees of collaboration [121–123].

Specifically, in the field of solar energy, bibliometrics is widely used in areas such as organic solar cells [118,124], energy transition [125], rooftop photovoltaic fields [108], analysis of different Maximum Power Point Tracking methods [126], and more generally [113,118,120,124,127–132]. These studies demonstrate the significant potential of bibliometrics to identify emerging research fields through statistical analysis of article keywords. However, to improve the interpretability of topics derived from bibliometric analysis, it is necessary to conduct expert-supervised qualitative content analysis [133]. Currently, these tools serve as valuable supplements to provide a more accurate and unbiased overview of the current state of research in the field. The main advantage of using these tools lies in their ability to explore and uncover hidden topics within large amounts of textual data [134–137]. Therefore, the content analysis strategy used in this study focuses on topics and involves analyzing the most relevant articles within each topic, as determined by the number of citations received by each article. This approach provides more detailed insights into each topic [138].

One of the main contributions of this research resides in its capacity to tackle the issues discussed. To achieve this, the study proposes a novel hybrid methodology that combines bibliometric analysis and expert qualitative content analysis. This methodology is implemented in several stages, as shown in Fig. 3.

As seen in Fig. 3, the proposed methodology consists of four steps or stages. The first stage is called Data Collection, where documents related to the studied areas are retrieved from databases such as Scopus and WoS. The aim of the initial phase is to construct a data corpus containing all the relevant information for automatically determining hidden relationships. In the second stage, known as Bibliometric Analysis, these documents are processed to extract relevant information, including emerging trends, highly cited documents, collaboration networks, keywords, and more. The results of the bibliographic analysis are then analyzed in the third stage, which involves an Expert Qualitative Content Analysis. This analysis helps in forming a comprehensive overview of the use of artificial intelligence for fault detection in photovoltaic systems and can be divided into two main parts. The first part of the results corresponds to the output of a methodology called Promising Research Topics in this study. This outcome highlights new research trends in fault detection using artificial intelligence. Furthermore, these results of promising research topics can be used to further apply the same proposed methodology. The second part of the Expert Qualitative Content Analysis is called Challenges. It covers the obstacles that hinder the progress of research in this field and are closely associated with the promising topics mentioned earlier.

It is important to mention that this study was guided by a simplified version of the PRISMA 2020 standard [139], which has been used in works such as [140]. In general, the PRISMA standard comprises four phases: (i) identification of the need for review, (ii) definition of a search protocol, (iii) performance of the review, and (iv) analysis of the review. The identification of the need for review was described in the Introduction. Sections (ii) – (iv) are contained within the sections Data Collection, Bibliometric Analysis and Expert Qualitative Content Analysis. The respective stages of the methodology and their results are presented in detail in the following.

4. Data collection stage

To ensure dependable conclusions during the construction of a wide range of state of the art [141], it is essential to have a data corpus that exhibits adequate accuracy and robustness. With this consideration in mind, the data collection stage has been conducted following the framework presented in Fig. 4.

In the studied area, the data collection stage was applied on May 03, 2022. Initially, a group of documents was retrieved from widely used databases for bibliometric studies, namely Scopus and Web of Science [142,143]. These databases provide data from studies carried out over a longer period compared to other databases [144]. To perform this initial retrieval, a search equation was constructed using the following keywords: “PV”, “Photovoltaic”, “Fault”, “Failure”, “Anomaly”, “Detection”, “Diagnosis”, “Classification”, “Artificial intelligence”, and “Machine learning”. The search equation was configured with Boolean operators, as indicated in part a of Fig. 4. Construction of the search equation using keywords is considered one of the best methods to initiate a systematic
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Fig. 4. Detailed proposition scheme of the Data collection stage done for construction of the data corpus. The following steps are involved: a) To build the search equation using keywords and logical operators; b) To use the search equation to retrieve the documents in the Scopus and WoS databases; c) To extend the number of retrieved documents, adding documents from other sources; d) To filter by selection criteria e) To finish the construction of the data corpus.

Fig. 5. Number of documents published per year in the Scopus and Web of science databases from the first record found in 2002 to 2022.

search [145]. The second step of the data collection stage involved performing the search for each document title, abstract, and keywords. As a result, an additional group of documents was retrieved from both Scopus (262 documents) and Web of Science (205 documents). Duplicate documents were eliminated using Zotero software [146]. In the third step, a set of documents from other databases was added, peer-reviewed for relevance, to the initial group, resulting in a total of 671 documents. The distribution of these documents retrieved over the years is presented in Fig. 5.

The sample concludes in May 2022, so as shown in Fig. 5, the total number of publications for that year may not provide conclusive results. As observed in the same figure, the research development in the field of “fault detection in photovoltaic systems using artificial intelligence” can be divided into two distinct periods. The first period commenced in 2002 with the initial publication focusing on fault detection of high impedance arc faults in transmission lines utilizing the wavelet transform [147]. Although documents published during this period did not use AI techniques, these studies on photovoltaic faults marked the inception of interest in fault detection in electrical generation and transmission systems, as well as the utilization of signal processing for feature extraction in fault detection. This first period can be estimated to extend until 2015 when the number of publications experienced a significant surge, reaching 4.5 times the number of publications in 2015 by 2022. This drastic increase is associated with the global...
However, past, specific indicators filtering are of peer-reviewed journals is conducting carbon neutrality through more robust and reliable energy production systems. Therefore, it is expected that this exponential growth will continue in the coming decades, underscoring the importance of conducting studies such as the one presented here. The distribution of the 671 documents retrieved by document type is presented in Fig. 6.

As shown in Fig. 6, most of the documents recovered consist of scientific conference papers and journal articles. While these categories contain valuable documents, it should be noted that some of them are written in languages other than English, which poses challenges in their analysis. To ensure the construction of a relevant and cohesive study corpus, this study proposes the application of a set of inclusion criteria for filtering the retrieved documents, as outlined in Table 1. The objective of this fourth step is to selectively retain documents that meet the following criteria: they must be written in English, originate from reputable scientific journals or conferences, and have been published from 2010 onward.

This filtering step is conducted based on the hypothesis that the use of a set of inclusion criteria will select only relevant, recent, peer-reviewed information with comparable results. The purpose of this additional stage is to improve the consistency and reliability of the results obtained initially through Bibliometric analysis. After applying the filter criteria, a total of 620 peer-reviewed documents are selected. These documents form a comprehensive group, which constitutes the final data corpus for this study (fifth step). The filtering process, applied to the subsequent Expert qualitative content analysis, ensures a structured, replicable, transparent, and iterative study by eliminating documents that are not relevant to the objective of the study [148]. Once the data corpus is complete, a bibliometric analysis process can be conducted.

5. Bibliometric analysis

Bibliometric analysis allows for an objective and replicable review of a data corpus. This method is used to analyze various indicators such as authors, countries, citations, and keywords, enabling the quantitative assessment of different aspects within a specific field of knowledge [149–151]. Consequently, Bibliometrics facilitates the identification of popular topics in the present, past, or future [152]. Therefore, it serves as a crucial tool to review the state of the art in a research field, covering both micro-level analysis involving individual scientists and institutes, as well as macro-level analysis on national and global scales [112,130]. However, not every database of scientific publications can be directly used for this type of bibliometric analysis. It is crucial that the databases are structured and devoid of duplicated publications, variations in author name spellings, and ideally include fields

---

**Fig. 6.** Distribution of documents retrieved by type: Book, Thesis, Conference paper and journal paper.

**Table 1**

Criteria for inclusion of documents in the corpus data.

<table>
<thead>
<tr>
<th>Inclusion Criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>Article Published in peer reviewed Journal</td>
</tr>
<tr>
<td>English language</td>
</tr>
<tr>
<td>Period 2010 – 2022</td>
</tr>
<tr>
<td>Conference Papers</td>
</tr>
</tbody>
</table>
such as article title, authors, journal, publication year, citation count, institutions, countries, keywords, and bibliographic references. The results of Bibliometric analysis can be visualized through maps or networks. In this context, the closeness between two elements signifies the intensity of their connection. A reduced distance signifies a more robust relationship. In these maps, the elements are unevenly distributed in space, which facilitates the assignment of labels. An example of such representation is presented in Fig. 2. There are two main approaches for creating Bibliometric maps: distance-based methods and graphic-based methods.

Different distance-based map construction techniques can be found in the literature. One of the most widely utilized methods within the field of bibliometrics is introduced in [153]. This technique suggests using multidimensional scaling entities to represent proximities between objects within a geometric space of a few dimensions [154]. Alternatively, techniques such as visualization of similarities (VOS) viewer are also proposed [155–157], which have shown better results compared to multidimensional scaling [158]. Another distance-based technique, called VxOrd is proposed in [159,160], and has demonstrated high performance in the construction of maps with large numbers of elements (7000 or more). Finally, a new method implemented in a software called BibTechMon is proposed in [161]. It is difficult to determine the advantages or disadvantages between them, it is necessary to mention that their biggest difference is the visual complexity to interpret the results. Therefore, depending on the number of elements (articles, authors, countries) some of these approaches may be more or less adequate.

Similarly, several works have been published on the elaboration of graph-based maps. In [162], the authors propose constructing graphs using the Euclidean distance between nodes or vertices as the “graph-theoretical” distance. The vertices are then connected by springs of calculated distances, and the arrangement of vertices is determined on the basis of the total elastic energy of the system. Another technique proposed in [163] aims to achieve uniform edge lengths by modifying the spring embedding model using an analogy with forces in natural systems. Some authors [164,165] combine the work presented in [162] with the pathfinder network technique [166]. There are also software versions such as CitSpace [167], specialized in this type of maps, and software such as Pajek from [168], which combines distance-based and graph-based approaches.

For the bibliometric analysis conducted in the photovoltaic research area, a distance-based bibliometric mapping was performed using VOSviewer, a bibliometric visualization and mapping software developed by Nees Jan Van Eck and Ludo Waltman. VOSviewer was chosen for its interesting distance-based bibliometric results [158] and its widespread use in the field of bibliometrics [169–172]. Bibliometric maps generated using VOSviewer offer a comprehensive means of assessing relationships and their strengths among distinct entities (authors, laboratories, countries, etc.).

To perform the bibliometric analysis, three steps are involved. First, the similarity matrix based on the co-occurrence matrix is computed. Then, a map is created using the VOS mapping technique applied to the similarity matrix. In the end, the map undergoes transcription, rotation, and reflection to guarantee uniform outcomes. The similarity matrix is calculated by normalizing the co-occurrence matrix. The choice of normalization metric depends on the total number of occurrences or cooccurrences of elements. To achieve correct normalization, a suitable similarity metric must be selected. The most common normalization metrics include cosine similarity [173] and Jaccard index [174]. However, VOSviewer employs a similarity metric known as the strength of association [156,157], the proximity index [175,176], or the probabilistic affinity index [177], due to its advantages over other similarity measures [178]. In these cases, the similarity $a_{mn}$ between two elements $m$ and $n$ is defined in Equation (1):

$$a_{mn} = \frac{\varphi_{mn}}{\Omega_m \Omega_n}$$

where $\varphi_{mn}$ denotes the count of occurrences where items $m$ and $n$ appear together. Meanwhile, $\Omega_m$ and $\Omega_n$ stand for the overall frequency of individual occurrences or the combined occurrences of items $m$ and $n$, assuming that the occurrences of these items are statistically uncorrelated.

After the creation of the similarity matrix, the VOS mapping technique is implemented. It is worth mentioning that the VOS technique can yield one or multiple solutions of global optimum. In cases where multiple solutions exist, it is important to use translation, rotation, or reflection operations to ensure that consistent results are generated by VOSviewer. The procedure for creating a network entails using input data in the format of bibliographic database files, such as those from sources such as Web of Science, Scopus, Dimensions, Lens, and PubMed [179]. Additionally, reference manager files, which cover formats such as RIS, EndNote, and RefWorks, can also serve as input for the network creation process in VOSviewer [179]. Other formats can be computationally adjusted to be comprehensible by VOSviewer. Further details about this method can be found in [153,179].

In bibliometrics, there are multiple aspects that can be useful for the quantitative and objective evaluation of the impactful input of a researcher or a research team. According to the work presented in [180], these aspects can be categorized into groups such as: scientific activity indicators cover indicators related to scientific production and influence, collaborative efforts, dissemination and production. However, the most commonly used indicators are those of scientific production and collaboration [181].

In the area of scientific production metrics, several key indicators can be identified, including the “total number of publications”, the “Crown indicator” and the “H-index” and their variations. The total number of publications mainly takes into account the large number of articles generated. However, it has the drawback of not taking into account factors such as the number of authors, the inclusion of articles in indexed journals, the number of citations received or the specific nature of the articles.

The Crown indicator, also named field-normalized citation score [182], seeks to address variations in citation numbers across scientific areas and years of publication [183]. However, a major challenge lies in the inappropriate categorization of articles within specific fields, which often occurs when articles published in general journals are misclassified, thus not contributing to the index.

---

1 See VOSviewer.
calculation. This indicator is also affected by the size of the research group, since the larger the group, the greater the number of group publications. Therefore, some studies recommend its use only when comparing research teams with an equivalent quantity of participants [181].

The “H-index”, which is the third index, functions as a measure of productivity for authors, departments, research groups, or universities operating in the same or closely related research areas within a given country [184]. It is worth noting that the “H-index” should be employed in conjunction with other metrics to obtain a comprehensive understanding of research progress in a particular field, due to its two main limitations. First, the “H-index” is time-dependent and does not provide real-time information about the current production of an author or dynamic information about their productivity. Second, when multiple authors participate, it is difficult to accurately assess their individual contributions to each article, since all authors receive the same credit.

As mentioned in [182], various other bibliometric metrics are available for examining scientific output, including the g-index, h(2)-index, contemporary h-index, and more. These metrics or indicators can be employed to assess authors, institutions, or countries. What all of those metrics share is the requirement for complementary metrics to ensure an accurate and comprehensive understanding of the findings.

Collaboration indicators assess researcher interaction, with calculations possible at individual, institutional, or national levels. Despite numerous studies on motivations and barriers to inter institutional collaboration, the current literature lacks comprehensive insights into participation preferences of individual researchers in various collaborative projects [185]. Some hypotheses suggest that the prominence of these collaboration indicators arises from the need to address complex scientific problems or innovative technologies through joint efforts involving researchers, institutions, organizations, and diverse communities. Collaboration occurs across disciplinary, inter disciplinary, multidisciplinary, transdisciplinary, and national/international levels [186]. Collaborative research offers benefits such as cross-disciplinary idea exchange, skill acquisition, funding access, improved result quality, and transformative outcomes. These advantages significantly drive collaborative growth and industry support for academia [187,188].

In more recent times, thanks to the emergence of advanced computational tools, the utilization of keyword-based co-occurrence analysis has become increasingly prominent. Many authors advocate the use of keyword analysis to expose the relative popularity of research topics within a particular field [189–191]. For this study, and without loss of generality, the bibliometric analysis is conducted on three major categories that have been previously used in the literature and have shown high performance in identifying the state of the art in a research area [192–195]. The three categories are: (i) Co-authorship, (ii) Citation analysis, and (iii) Co-occurrence, as illustrated in Fig. 7.

The study of co-authorship, citation analysis, and co-occurrence networks has a rich history of yielding fascinating results in the field of Bibliometric. The origins of these studies can be linked to the 1960s and 1970s [196–198].

In reference to the analysis of citations, it is important to distinguish between self-citations and citations from other studies that are not directly related to the cited document. In this study, a deliberate decision was made to differentiate between these two types of citations and exclude self-citations from the citation analysis.

The bibliographical analysis in this study commences with an exploration of co-authorship.

5.1. Co-authorship

In this part of the analysis, specific choices were made regarding co-authorship. Firstly, self-citations were not taken into account, and secondly, publications with more than 12 authors were excluded. This decision was based on the observation that publications with many authors often represent comprehensive reviews of the state of the art or serve as compilations of previously published
works. These publications may contain general information rather than specific scientific contributions. Thus, these choices were made to reduce redundancy in information and exclude documents with less scientific value.

Moreover, in the area of bibliometrics, there exists a significant challenge when it comes to attributing co-authored publications to individual authors. Various strategies have been suggested to address this issue [199,200]. Among these strategies, two are methods particularly popular: the full counting [201] and the fractional counting [202,203]. These techniques are commonly employed in the creation of bibliometric networks [201]. To demonstrate the disparity between these two approaches when applied to a bibliometric co-authoring network, an example is provided.

Consider an article that has been published with six authors. The complete counting method gives each connection between the six coauthors a weight of one, indicating an equal contribution from each. In contrast, the fractional counting method assigns a weight of 1/6 to each connection, reflecting the proportional contribution of each coauthor to the publication.

In a co-authoring bibliometric network, the thickness of the connections (links) between two nodes, representing authors, is determined by the co-authoring link value. The size of every node is dictated by the quantity of documents authored by the individual author. In this review, all analyses were conducted using the complete counting method. However, it is important to note that the VOSviewer software provides both complete and fractional counting methods [153]. After analyzing the data corpus, a total of 804 distinct authors who have published at least one article related to the topic of interest were identified, following the extraction of documents involving 12 authors or more. The information presented in Table 2 outlines the correlation between the quantity of authors and the number of research papers published in the domain of fault detection employing artificial intelligence in photovoltaic power generation systems.

As illustrated in the co-authoring bibliometric analysis shown in Table 2, there is a notable decline in the number of authors. For instance, in the field of photovoltaics, the author count decreases from 620 individuals with a single publication to 96 authors with two publications, and further diminishes to 27 authors with three publications. Furthermore, the impact of an additional analysis that enforces a minimum requirement of 10 citations is evident in the third column of the same table. This requirement highlights the most scientifically significant papers, resulting in only 10 authors with more than four publications and over 10 citations. It is worth noting that, among these authors with four or more publications, the number of authors remains consistent after filtering, indicating that they also have 10 or more citations within the period between 2010 and 2022.

Importantly, a pretreatment analysis was conducted when creating the data corpus to address instances in which the authors signed their documents with different initials. This analysis is crucial to avoid errors that may arise from considering such cases as separate authors by the software.

In order to create and assess co-authorship networks, we established a minimum criterion of two publications for each author, leading to a foundation of 96 authors. To delve deeper into meaningful connections, partnerships, or clusters of individuals highlighted by the collective dynamics of the networks, we computed the cumulative strength of co-authorship connections with other authors. The top 10 authors, identified by their substantial citation impact or the number of connections, are presented in Table 3.

Another piece of information comes to light with this bibliometric approach, which was able to identify, as shown in Table 3, that the four authors, namely Chen Z, Cheng S, Lin P, and Wu L, have an equal number of publications (6) and also share the highest number of citations (373). This suggests that these four authors have a strong connection and generally collaborate closely.

In order to further analyze this, a bibliometric map was constructed to highlight important collaborative networks among authors. The bibliometric map analysis, as depicted in Fig. 8, demonstrates that only 24 authors have participated in long-term collaborations. Furthermore, the figure illustrates the existence of four separate clusters that are interconnected, signifying four networks and their corresponding collaborative efforts. It is worth noting that the close association observed among the first four authors in Table 3 forms a significant cluster (shown in blue in the figure), validating their strong co-authorship links and their collaborations with the wider scientific community.

The authors excluded from Fig. 8 are likely those who have referenced other authors but have only one publication within the specific field under study. Indeed, each author represented in this map must have more than 2 published articles. This visual data
is valuable for researchers and academics exploring fault detection in photovoltaic systems with artificial intelligence, offering a distinct overview of key authors in this domain and the interconnections depicted through citations.

Likewise, it is interesting to examine the establishments associated with the most influential authors in the field of interest and the connections among them. Table 4 provides a concise overview of the institutions that receive the highest number of citations, each having published at least two documents on the subject of utilizing artificial intelligence for fault detection in photovoltaic systems.

The Jiangsu Collaborative Innovation Center of Photovoltaic Science and Engineering holds the top position in the rankings with 177 publications, as depicted in Table 4. Arizona State University comes in second with 129 publications, followed by the College of Physics and Information Engineering with 89 publications. These three institutions occupy the highest positions on the list. Notably, the same table reveals that both Germany and the United States each have three institutions actively engaged in research on fault detection, showcasing their significant interest in this field of study. Additionally, it is worth mentioning that two branches of Texas A&M University located in Qatar are also included in the table.

The examination of these data results in the creation of the following question: “How can a country enhance its research and development framework to reinforce its competitiveness?” Is it based on a ‘distributed’ approach with multiple laboratories conducting research in parallel or on a centralized approach with a small number of research centers focusing on numerous specialized studies in the same research topic?”

As stated in reference [204], the formulation of such inquiries holds important significance, especially in the area of renewable energy, for shaping future research and development policies. Confronting the formidable challenges within this domain is imperative. Table 5 offers an examination of the quantity of research laboratories in relation to the volume of published papers and their
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Table 3
Top 10 of the most influential authors on the topic of interest mentioned with the number of their published documents, citations and/or collaborations. This information is translated in this table through the strength of co-authorship links of each one corresponding to the third column.

<table>
<thead>
<tr>
<th>Author</th>
<th>Documents</th>
<th>Citations</th>
<th>Link strength</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chen z.</td>
<td>6</td>
<td>373</td>
<td>24</td>
</tr>
<tr>
<td>Cheng s.</td>
<td>6</td>
<td>373</td>
<td>24</td>
</tr>
<tr>
<td>Lin p.</td>
<td>6</td>
<td>373</td>
<td>24</td>
</tr>
<tr>
<td>Wu l.</td>
<td>6</td>
<td>373</td>
<td>24</td>
</tr>
<tr>
<td>Zhao y.</td>
<td>3</td>
<td>206</td>
<td>8</td>
</tr>
<tr>
<td>Dhimish m.</td>
<td>4</td>
<td>171</td>
<td>6</td>
</tr>
<tr>
<td>Stelmas a.</td>
<td>12</td>
<td>127</td>
<td>55</td>
</tr>
<tr>
<td>Holmes v.</td>
<td>2</td>
<td>125</td>
<td>4</td>
</tr>
<tr>
<td>Rao s.</td>
<td>11</td>
<td>125</td>
<td>52</td>
</tr>
<tr>
<td>Tepedelenlioglu c.</td>
<td>10</td>
<td>121</td>
<td>47</td>
</tr>
</tbody>
</table>

Fig. 8. Network of co-authorship constructed using authors who had contributed to more than two papers in the studied area emphasizing 4 clusters and their links of collaborative works.
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Table 4
21 most productive institutions with 2 or more documents published in research on fault detection in photovoltaic systems using artificial intelligence.

<table>
<thead>
<tr>
<th>Institutions</th>
<th>Country</th>
<th>Papers</th>
<th>Citations</th>
<th>Link strength</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jiangsu collaborative innovation center of photovoltaic science</td>
<td>China</td>
<td>2</td>
<td>177</td>
<td>0</td>
</tr>
<tr>
<td>and engineering</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Arizona state university, s9nsip center</td>
<td>United States</td>
<td>5</td>
<td>129</td>
<td>0</td>
</tr>
<tr>
<td>College of physics and information engineering</td>
<td>China</td>
<td>2</td>
<td>86</td>
<td>0</td>
</tr>
<tr>
<td>Electrical and computer engineering program Texas a&amp;m university</td>
<td>Qatar</td>
<td>3</td>
<td>58</td>
<td>5</td>
</tr>
<tr>
<td>Chemical engineering program Texas a&amp;m university</td>
<td>Qatar</td>
<td>2</td>
<td>57</td>
<td>5</td>
</tr>
<tr>
<td>Prince Sultan University</td>
<td>Saudi Arabia</td>
<td>3</td>
<td>50</td>
<td>5</td>
</tr>
<tr>
<td>University mamed bougara of boumerdes</td>
<td>Algeria</td>
<td>2</td>
<td>42</td>
<td>4</td>
</tr>
<tr>
<td>As-international center of theoretical physics</td>
<td>Italy</td>
<td>2</td>
<td>29</td>
<td>4</td>
</tr>
<tr>
<td>Cyprus university of technology</td>
<td>Cyprus</td>
<td>2</td>
<td>29</td>
<td>4</td>
</tr>
<tr>
<td>Cyprus academy of sciences, letters and arts</td>
<td>Cyprus</td>
<td>2</td>
<td>29</td>
<td>4</td>
</tr>
<tr>
<td>National engineering school of monastir</td>
<td>Tunisia</td>
<td>2</td>
<td>29</td>
<td>3</td>
</tr>
<tr>
<td>Pi photovoltaik-institut Berlin ag</td>
<td>Germany</td>
<td>2</td>
<td>18</td>
<td>0</td>
</tr>
<tr>
<td>University of Colorado Boulder</td>
<td>United States</td>
<td>2</td>
<td>18</td>
<td>0</td>
</tr>
<tr>
<td>Helmholtz-institute erlangen-nuremberg for renewable energies</td>
<td>Germany</td>
<td>2</td>
<td>9</td>
<td>2</td>
</tr>
<tr>
<td>Universität erlangen-nürnberg (fau)</td>
<td>Germany</td>
<td>2</td>
<td>9</td>
<td>2</td>
</tr>
<tr>
<td>Kuwait college of science and technology</td>
<td>Kuwait</td>
<td>2</td>
<td>5</td>
<td>2</td>
</tr>
<tr>
<td>Advance power electronics research lab</td>
<td>India</td>
<td>2</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>Computer science department</td>
<td>Saudi Arabia</td>
<td>2</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>Jamia millia islamia</td>
<td>India</td>
<td>3</td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>University of kairouan</td>
<td>Tunisia</td>
<td>2</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Sandia national laboratories</td>
<td>United States</td>
<td>2</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 5
Number of Institutions based on the quantity of published documents. First, the number of institutions with 0 or more citations is analyzed, and then a filter of at least 10 citations is applied.

<table>
<thead>
<tr>
<th>Minimum # of Publications</th>
<th># institutions (Citations ≥ 0)</th>
<th># institutions (Citations ≥ 10)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>333</td>
<td>102</td>
</tr>
<tr>
<td>2</td>
<td>20</td>
<td>11</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Fig. 9. Visualization of co-authorship networks built from institutions who had produced more than two papers highlighting 3 main clusters and existing links of collaborative work between institutions.

citations. The data reveals a preference for an approach centered on “small, decentralized research units,” except for three specific institutions.

In Table 5, discrimination is performed between institutions based on their citation count, distinguishing those with 0 or more citations from those with 10 or more citations. Interestingly, among the total of 333 institutes, only 102 of them have more than 10 citations. It is important to note that the number of institutions drastically decreases from 333 with one publication to 20 with two publications, and further decreases to 3 with three publications. Only one institution is associated with five publications. This observation can be attributed to the fact that the application of machine learning or artificial intelligence techniques to fault detection in renewable energy is a relatively new field, and thus there is limited experience in this area. The results obtained after applying the filter of 10 citations per institution are also presented. The impact of this filtering supports the hypothesis that there is insufficient time between two recent papers for the formation of a collaboration network, especially when the time span is less than three years.

To identify the main interactions between institutions, a bibliographic map was constructed and its result is illustrated in Fig. 9. This map offers a graphical depiction of the connections between 17 institutions with at least two publications, categorizing them into three separate clusters.

As shown in Fig. 9, each node corresponds to an institution from Table 4. However, Fig. 9 indicates that not all institutions are present. Further analysis reveals that this refers to the first three institutions listed in Table 5. The absence of connections with other top-classified institutions may imply their reluctance to collaborate or their citations being considered as self-citations.

Regarding the remaining institutions listed in Table 4, 17 of them can be grouped into 3 clusters based on existing collaborative efforts. This analysis confirms the existence of two types of strategy used by academic institutions. The first type involves conducting studies without collaborations, which is likely the case for larger institutions. The second type, commonly seen in most organizations,
leans toward cooperative efforts, perhaps due to the wide range of expertise spanning multiple domains required to detect faults in PV systems through artificial intelligence (as indicated by the size of the node) or the need to unify research initiatives.

The connections between organizations, as indicated by citation links, reveal the interplay of diverse areas of expertise and interests. For example, in cluster 2, there are notable collaborations between the chemical engineering department and the electrical and computer engineering department, both affiliated with Texas A&M University in Qatar. They also foster partnerships with other institutions like the Signals and Systems Laboratory of the Institute of Electrical and Electronics Engineering at the University M Hamed Bougara of Boumerdes, Algeria, the Department of Electronic and Communications Engineering at the Kuwait College of Science and Technology, and the research laboratory specializing in automation in signal processing and image at the national engineering school of Monastir, Tunisia. It is worth noting that most collaborations involving these institutions occur with institutions from other countries, indicating that the field of fault detection is of international significance.

In clusters 1 and 3, there are also robust collaborations between institutions from countries such as Tunisia, Saudi Arabia, Qatar, and Kuwait. This observation suggests that conducting exploratory bibliometric analyses at the country level could yield interesting insights. Table 6 displays the count of countries determined from published documents.

Table 6 illustrates a significant decrease in the quantity of countries with at least one publication, which stands at 67, as well as the respective figures for countries with 2 publications (35) and 3 publications (11). It becomes evident that, when the requirement of a minimum of 10 citations per country is introduced, the number of countries with at least one publication diminishes to just 33, and for three documents, it drops even further to 27. The impact on the remaining countries is relatively minor; for example, the number of countries with five documents reduces from 20 to 19. Concurrently, an analysis is conducted to identify the most influential countries in the field of research. To complement this analysis, Table 7 provides a list of the top 20 countries with the highest research productivity in the domain of fault detection in photovoltaic systems using artificial intelligence, considering countries that have published five or more documents.

The data presented in Table 7 reveals that China, India, and the United States are the top three countries contributing the highest volume of research in the specified field, with 40, 40, and 39 publications, respectively. In these countries, during the period covered by this review, there is not only an accelerated technological process that has led them to align their government policies towards increasing the use of renewable energies, such as photovoltaics, but also the rapid development of artificial intelligence, promoted in parallel by other industrial sectors.

In Table 7, the first three ranks in citations are held by the United States and China, the latter being the country with the highest photovoltaic solar energy capacity [108]), and France, with 538, 515, and 229 citations, respectively. It can also be observed that despite a high number of documents, India has a lower level of citations. This can be compared to France, which has a relatively high level of citations with a smaller number of publications. France has approximately 6.6 times fewer documents than China or the USA but an excellent ratio of 229/8 = 28.2 citations per document, compared to 515/40 = 12.9 for China and 538/39 = 13.8 for the US.

This difference can be attributed to the fact that in France, many scientific studies are carried out through collaborative approaches involving both academia and industry in long-term projects. It is also linked to the publication culture practiced by French researchers, who often choose to publish in international journals with high impact factors.

For various reasons, countries such as China, the USA, and France can be considered as target countries for creating collaborative networks in the studied area. To understand the collaboration networks involving the 20 countries listed in Table 7, a bibliometric map by countries was created using VOSviewer, as shown in Fig. 10. The overall robustness of a country-to-country relationship depends on the quantity of research papers jointly authored by two or more countries [128]. As mentioned before, these bibliometric maps extract valuable information and assist researchers in positioning their own work and identifying potential collaborators [205].

Table 6
Countries linked to international publications on photovoltaic fault detection using AI techniques and associated results obtained by filtering criteria. First corresponds to the number of all countries analyzed, and the second is done after filtering to selected only countries with more than 10 citations.

<table>
<thead>
<tr>
<th>Minimum # of Publications</th>
<th># countries (Citations ≥ 0)</th>
<th># countries (Citations ≥ 10)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>67</td>
<td>33</td>
</tr>
<tr>
<td>2</td>
<td>35</td>
<td>28</td>
</tr>
<tr>
<td>3</td>
<td>31</td>
<td>27</td>
</tr>
<tr>
<td>4</td>
<td>25</td>
<td>23</td>
</tr>
<tr>
<td>5</td>
<td>20</td>
<td>19</td>
</tr>
<tr>
<td>6</td>
<td>19</td>
<td>19</td>
</tr>
<tr>
<td>7</td>
<td>16</td>
<td>16</td>
</tr>
<tr>
<td>8</td>
<td>13</td>
<td>13</td>
</tr>
<tr>
<td>9</td>
<td>11</td>
<td>11</td>
</tr>
<tr>
<td>11</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>12</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td>15</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>16</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>17</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>20</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>40</td>
<td>2</td>
<td>2</td>
</tr>
</tbody>
</table>
Table 7
The most 20 productive countries identified with 5 documents or more published in terms of research on fault detection in photovoltaic systems using artificial intelligence.

<table>
<thead>
<tr>
<th>Country</th>
<th>Documents</th>
<th>Citations</th>
<th>Link strength</th>
</tr>
</thead>
<tbody>
<tr>
<td>China</td>
<td>40</td>
<td>515</td>
<td>13</td>
</tr>
<tr>
<td>India</td>
<td>40</td>
<td>165</td>
<td>17</td>
</tr>
<tr>
<td>United States</td>
<td>39</td>
<td>538</td>
<td>24</td>
</tr>
<tr>
<td>Algeria</td>
<td>19</td>
<td>197</td>
<td>24</td>
</tr>
<tr>
<td>Germany</td>
<td>16</td>
<td>78</td>
<td>19</td>
</tr>
<tr>
<td>Italy</td>
<td>15</td>
<td>83</td>
<td>13</td>
</tr>
<tr>
<td>Saudi Arabia</td>
<td>14</td>
<td>75</td>
<td>22</td>
</tr>
<tr>
<td>Iran</td>
<td>11</td>
<td>124</td>
<td>17</td>
</tr>
<tr>
<td>Cyprus</td>
<td>10</td>
<td>110</td>
<td>17</td>
</tr>
<tr>
<td>Qatar</td>
<td>10</td>
<td>85</td>
<td>18</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>10</td>
<td>184</td>
<td>9</td>
</tr>
<tr>
<td>Brazil</td>
<td>8</td>
<td>44</td>
<td>3</td>
</tr>
<tr>
<td>Tunisia</td>
<td>8</td>
<td>45</td>
<td>15</td>
</tr>
<tr>
<td>Australia</td>
<td>7</td>
<td>79</td>
<td>7</td>
</tr>
<tr>
<td>Denmark</td>
<td>7</td>
<td>77</td>
<td>11</td>
</tr>
<tr>
<td>Spain</td>
<td>7</td>
<td>84</td>
<td>7</td>
</tr>
<tr>
<td>France</td>
<td>6</td>
<td>229</td>
<td>8</td>
</tr>
<tr>
<td>Malaysia</td>
<td>6</td>
<td>46</td>
<td>5</td>
</tr>
<tr>
<td>South Korea</td>
<td>6</td>
<td>90</td>
<td>4</td>
</tr>
<tr>
<td>Taiwan</td>
<td>5</td>
<td>8</td>
<td>0</td>
</tr>
</tbody>
</table>

Fig. 10. VOSviewer network visualization map of country co-authorship and international collaboration identified of the countries in Table 7; The countries are grouped into 5 clusters.

In Fig. 10, the five distinct clusters have been established by analyzing the occurrence frequency of common terms within the documents of each country. These clusters are defined by the frequency at which shared terms appear together in documents from two or more interconnected countries. For example, the strength of the link that signifies collaboration between the United States and Cyprus is 6, and this strength is directly proportional to the thickness of the connecting line. In contrast, the link between the United States and France has a value of only 1, indicating a less robust level of collaboration.

Fig. 10 also shows that these interrelationships between countries result in the formation of five clusters, with one country having no collaboration.

Cluster 1, highlighted in red, is led by India, which has 40 documents and a total link force of 17 with other countries. This cluster collaborates with countries such as Australia, Denmark, Malaysia, and South Korea. Recent works conducted by these countries involve fault detection using methods such as locally weighted learning, k-nearest neighbor, nearest neighbor, and K-star algorithm applied to images captured by aerial vehicles [206]. These techniques use advanced technology levels and are relatively recent.

Furthermore, studies utilizing techniques such as categorical boosting (CatBoost), extreme gradient boosting (XGBoost), light gradient boosting method (LGBM) [207], Isolation Forest, Facebook-Prophet, and AutoEncoder Long Short-Term Memory (AE-LSTM) [208] on electrical signals are also explored. Additionally, works based on neural networks during specific seasons of the year [209], or in combination with fuzzy systems [209,210], are studied. Most of these documents are recent, which may explain their lower citation levels despite their scientific originality and relevance.

Cluster 2, visualized in green, is led by China with 40 documents and a total link force of 13. Cluster 2 also includes Algeria, France, and the United Kingdom. These countries are working diligently on the exploration of neural networks as a relevant tool for fault detection. Specifically, they have recently published works that use neural networks with decentralized federated approaches [211], stacked auto-encoder [212], deep learning on luminescence images [213], among others [214].

Cluster 3, represented in blue, is led by the United States with 39 documents and a total link force of 24. This cluster also includes Cyprus, Italy, and Spain. Similar to Cluster 2, these countries are focusing their efforts on exploring neural networks, either in the context of images or in analyzing the characteristic electric curves of photovoltaic systems. Their recent publications include works on these topics [215–218].
Cluster 4, shown in yellow, is led by Germany with 16 documents and a total link force of 19. This cluster also includes Brazil and Iran. These countries are exploring methods such as a Fine Tree Classifier [219] and combinations of artificial neural networks with Sugeno Fuzzy Logic [220]. The fuzzy logic models they use allow for the simultaneous handling of numerical data and linguistic knowledge through a unified mathematics [221]. Additionally, they are working on methods involving weather-corrected indexes, temperature-corrected equations, one-class Support Vector Machine (SVM) methods, kernel techniques, and fault detection in photovoltaic plants [222]. Recent works also integrate fault detection and classification with electrical and environmental condition monitoring systems [223], as well as use a ResNet-34 convolutional neural network in conjunction with a supervised contrastive loss function [224].

Cluster 5, depicted in violet, is led by Saudi Arabia, contributing 14 documents and a cumulative link force of 22. This cluster also covers Qatar and Tunisia. These countries have been actively collaborating on the advancement of diverse fault detection and categorization algorithms in photovoltaic systems. Some of the methods they have explored include an Artificial Neural Network (ANN) [225], an interval kernel PCA (IKPCA)-based Ensemble Learning (EL) in micro networks [226], a decision tree-based algorithm [226], probabilistic neural networks in photovoltaic arrays [214], and machine learning techniques centered around kernels, such as Support Vector Regression (SVR) and Gaussian Process Regression (GPR) [227].

Finally, among the countries mentioned, Taiwan is unique in having a minimum of 5 published documents and 8 citations, yet it lacks collaborative ties with other countries. It is important to note, though, that Taiwan shares a common interest with the other countries in the exploration of diverse neural network algorithms.

Some recent studies conducted in Taiwan have focused on comparing the performance of convolutional neural networks (CNN) when utilizing an enhanced gamma correction function and a threshold function on infrared thermographic images of solar modules [228]. Another interesting paper delves into both direct current (DC) and alternating current (AC) signals within the photovoltaic system, transforming them into 3D images through the Gramian Angular Field transform (GAF) for signal preprocessing [229]. The results achieved through these methods outperform those of traditional machine learning techniques like k-nearest neighbor, Random Forest, Decision Tree, and Support Vector Machine.

Furthermore, in Taiwan, research has also been conducted on modifications of conventional methods such as Random Forest and the independent component analysis (ICA) method [230]. These modified methods achieved performances of 99.88% and 99.43% in the proposed scenarios. These situations arise from instances involving imbalanced datasets, where one class contains a significantly larger number of observations than the other classes.

After analyzing the co-authorship patterns in publications in this field, an analysis of citations based on documents and sources (journals) is carried out.

5.2. Citation analysis

Bibliometric analysis has the capability to quantitatively synthesize a research topic and provide information on the main trends in research through the examination of citations [121]. Consequently, a comprehensive citation analysis is conducted to gain a deeper comprehension of the evolution of research in the subject of interest. The mapping of citations via bibliometrics can be performed using various analytical units, such as documents, sources, authors, establishments, or countries. However, this study exclusively concentrates on documents and sources.

Regarding the quantity of documents, there are 159 publications that have received at least one citation. Furthermore, 80 publications have obtained five or more citations, 32 publications have acquired 20 or more citations, and finally, only three documents have accumulated 123 citations or more. These statistics are detailed in Table 8.

The associated bibliographic map is created by considering only the publications with 20 or more citations, as indicated in Table 8, resulting in a selection of 32 publications. Among this collection of documents, just 18 of them exhibit interconnections, indicating that they reference at least one of the other publications on the list. The connections between these documents are represented as links between nodes in Fig. 11.

The analysis described and its graphical representation are relevant because they provide insights into the interconnections among the most significant publications, as evaluated by their total number of citations. Fig. 11 illustrates these connections, where a strong linkage between nodes indicates that highly cited documents reference each other.

In the VOSViewer-generated citation visualization map, each node is equipped with a hyperlink leading to the corresponding online repository of the article. An examination of the data reveals that the articles with the highest number of citations, in decreasing

<table>
<thead>
<tr>
<th>Citations of a document</th>
<th># of Publications</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>159</td>
</tr>
<tr>
<td>5</td>
<td>80</td>
</tr>
<tr>
<td>20</td>
<td>32</td>
</tr>
<tr>
<td>50</td>
<td>8</td>
</tr>
<tr>
<td>100</td>
<td>4</td>
</tr>
<tr>
<td>123</td>
<td>3</td>
</tr>
</tbody>
</table>

Table 8 Citation analysis applied on documents issued of the corpus data.
Fig. 11. Citation network applied to publications with more than 20 citations in photovoltaic systems with 6 clusters representing the links of collaborative work between the publications.

Table 9
Synthesis of the 13 most impactful documents retrieved from the corpus data classified since their number of citations.

<table>
<thead>
<tr>
<th>Title</th>
<th>Year</th>
<th>Journal</th>
<th>Cited by</th>
</tr>
</thead>
<tbody>
<tr>
<td>Graph-based semi-supervised learning for fault detection and</td>
<td>2015</td>
<td>IEEE Transactions on Power Electronics</td>
<td>186</td>
</tr>
<tr>
<td>classification in solar photovoltaic arrays</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intelligent fault diagnosis of photovoltaic arrays based on</td>
<td>2017</td>
<td>Applied Energy</td>
<td>180</td>
</tr>
<tr>
<td>optimized kernel extreme learning machine and I-V</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>characteristics</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Comparing Mamdani Sugeno fuzzy logic and RBF ANN network for PV</td>
<td>2018</td>
<td>Renewable Energy</td>
<td>127</td>
</tr>
<tr>
<td>fault detection</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Random forest based intelligent fault diagnosis for PV arrays using</td>
<td>2018</td>
<td>Energy Conversion and Management</td>
<td>110</td>
</tr>
<tr>
<td>array voltage and string currents</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>An enhanced machine learning based approach for failures detection</td>
<td>2017</td>
<td>Energy Conversion and Management</td>
<td>78</td>
</tr>
<tr>
<td>and diagnosis of PV systems</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Deep residual network based fault detection and diagnosis of</td>
<td>2019</td>
<td>Energy Conversion and Management</td>
<td>75</td>
</tr>
<tr>
<td>photovoltaic arrays using current-voltage curves and ambient</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>conditions</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Active Distribution Networks</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DA-DCGAN: An Effective Methodology for DC Series Arc Fault Diagnosis</td>
<td>2019</td>
<td>IEEE Access</td>
<td>46</td>
</tr>
<tr>
<td>in Photovoltaic Systems</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A Novel Convolutional Neural Network-Based Approach for Fault</td>
<td>2020</td>
<td>IEEE Access</td>
<td>46</td>
</tr>
<tr>
<td>Classification in Photovoltaic Arrays</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Long short-Term memory networks based automatic feature extraction</td>
<td>2019</td>
<td>IEEE Access</td>
<td>42</td>
</tr>
<tr>
<td>for photovoltaic array fault diagnosis</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Artificial neural network based photovoltaic fault detection</td>
<td>2020</td>
<td>Renewable Energy</td>
<td>37</td>
</tr>
<tr>
<td>algorithm integrating two bi-directional input parameters</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Machine learning-based statistical testing hypothesis for fault</td>
<td>2019</td>
<td>Solar Energy</td>
<td>33</td>
</tr>
<tr>
<td>detection in photovoltaic systems</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A machine learning framework to identify the hotspot in photovoltaic</td>
<td>2020</td>
<td>Solar Energy</td>
<td>28</td>
</tr>
<tr>
<td>module using infrared thermography</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

In a complementary manner, it is also interesting to conduct an analysis based on sources. These sources refer to indexed journals obtained from the corpus of data under study, resulting in a total of 170 different sources. Fig. 12 illustrates the network mapping associated with the 41 sources that share two or more links. However, the largest connected element set represented in the network consists of 21 elements. Like the previous maps, this representation includes information regarding the significance of each node, which represents a scientific journal, along with its corresponding number of publications. The connections between the journals are shown by links.

This type of analysis and visual depiction holds significance as it allows to gain insights into the most frequently referenced sources (research papers or journal publications) and the potential interconnections between these sources via citations in papers published in other journals.

This result enables the academic community to identify the main sources of publications with significant impacts, leading to potentially more citations. It helps to promote the latest innovative approaches, compare and position research with these references, increase visibility, and improve the possibility of disseminating new results in the research field.

This analysis focuses only on sources from documents published in peer-reviewed journals obtained after applying filters. In order to categorize these resources, the commonly acknowledged metric known as the “H-index” can be employed. The “H-index” serves as a measure to assess the scholarly output of an author or journal by considering the quantity and quality of citations their publications receive. This metric takes into account both the volume of publications and the frequency of citations. Essentially, the “H-index” represents the number “h” of documents that have been cited at least “h” times each [233].

However, to provide more relevant information, the H-index can be complemented with other indicators, particularly those dedicated to evaluating the quality of journals in specific fields. For example, it can be supplemented by the well-known “Impact Factor” or a new indicator proposed by Scimago called the “SJR” [234]. The SJR indicator is associated with a quartile (Q) that categorizes journals into four categories. The SJR indicator improves the H-index by incorporating two variables to assess the quality of each journal. The first variable is the number of citations, which is modulated based on the origin of each citation. Citations from journals considered as references in the main field of the source are deemed more pertinent than others. A clustering method known as the “authority” principle is used to classify documents within each quartile (Q), illustrating the distribution of themes across different categories. If a journal receives major citations from other journals categorized within the same field, its quartile (Q) will be higher. Q1 represents the highest quality level of a journal, while Q4 represents the lowest. It is important to note that some journals can cover different fields. Thus, in the Scimago platform, these scientific sources have different quartiles associated with each thematic area. The values described in this research pertain specifically to the application of artificial intelligence in the...
Table 10  
Classification of the scientific sources based on the indicators $H$−index, SJR, quartile, and number of publications in fault detection applied to photovoltaic systems.

<table>
<thead>
<tr>
<th>Journal</th>
<th>H-Index</th>
<th>SJR</th>
<th>Quartile</th>
<th>Papers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Renewable and Sustainable Energy Reviews</td>
<td>337</td>
<td>3.68</td>
<td>Q1</td>
<td>11</td>
</tr>
<tr>
<td>IEEE Transactions on Industrial Electronics</td>
<td>304</td>
<td>3.52</td>
<td>Q1</td>
<td>4</td>
</tr>
<tr>
<td>IEEE Transactions on Power Electronics</td>
<td>285</td>
<td>3.34</td>
<td>Q1</td>
<td>9</td>
</tr>
<tr>
<td>Applied Energy</td>
<td>235</td>
<td>3.06</td>
<td>Q1</td>
<td>7</td>
</tr>
<tr>
<td>Energy</td>
<td>212</td>
<td>2.04</td>
<td>Q1</td>
<td>12</td>
</tr>
<tr>
<td>Energy Conversion and Management</td>
<td>210</td>
<td>2.83</td>
<td>Q1</td>
<td>19</td>
</tr>
<tr>
<td>Renewable Energy</td>
<td>210</td>
<td>1.88</td>
<td>Q1</td>
<td>17</td>
</tr>
<tr>
<td>Sensors</td>
<td>196</td>
<td>0.8</td>
<td>Q2</td>
<td>4</td>
</tr>
<tr>
<td>Solar Energy</td>
<td>194</td>
<td>1.42</td>
<td>Q1</td>
<td>41</td>
</tr>
<tr>
<td>IEEE Access</td>
<td>158</td>
<td>0.93</td>
<td>Q1</td>
<td>21</td>
</tr>
<tr>
<td>International Journal of Electrical Power &amp; Energy Systems</td>
<td>142</td>
<td>1.54</td>
<td>Q1</td>
<td>5</td>
</tr>
<tr>
<td>Progress in Photovoltaics: Research and Applications</td>
<td>137</td>
<td>1.98</td>
<td>Q1</td>
<td>4</td>
</tr>
<tr>
<td>IEEE Transactions on Sustainable Energy</td>
<td>134</td>
<td>4.16</td>
<td>Q1</td>
<td>4</td>
</tr>
<tr>
<td>Energies</td>
<td>111</td>
<td>0.65</td>
<td>Q2</td>
<td>24</td>
</tr>
<tr>
<td>Sustainability</td>
<td>109</td>
<td>0.66</td>
<td>Q2</td>
<td>5</td>
</tr>
<tr>
<td>IET Renewable Power Generation</td>
<td>84</td>
<td>1.13</td>
<td>Q2</td>
<td>9</td>
</tr>
<tr>
<td>IEEE Journal of Photovoltaics</td>
<td>78</td>
<td>1.06</td>
<td>Q1</td>
<td>17</td>
</tr>
<tr>
<td>Applied Sciences (Switzerland)</td>
<td>75</td>
<td>0.51</td>
<td>Q2</td>
<td>7</td>
</tr>
<tr>
<td>International Journal of Photonegry</td>
<td>56</td>
<td>0.41</td>
<td>Q3</td>
<td>8</td>
</tr>
<tr>
<td>Taiyangxuebao/Acta Energiae Solaris Sinica</td>
<td>27</td>
<td>0.2</td>
<td>Q4</td>
<td>4</td>
</tr>
</tbody>
</table>

Identification of faults within photovoltaic systems. In turn, these results are associated with the use and management of renewable energies.

Using these indicators, namely the H-index and the SJR provided by Scimago on May 11, 2022, the quantity of documents released within the field of interest totals 170 out of a grand total of 409 documents. Table 10 presents the 20 sources with four or more published documents on the subject of interest.

Table 10 summarizes the most important journals on fault detection applied to renewable energy based on the amount of publications in the field, it can be observed that Solar Energy stands with 41 publications, almost twice as many as Energies (24). Following closely are IEEE Access (21) and Energy Conversion and Management (19). Another viewpoint, based on the H-Index, suggests that Renewable and Sustainable Energy Reviews is the most noteworthy journal in this field, with the highest value of 337. This can be compared to the high H-Index values of other internationally recognized peer-reviewed journals in the field, such as IEEE Transactions on Industrial Electronics, IEEE Transactions on Power Electronics, Applied Energy, Energy, Energy Conversion and Management, and Renewable Energy.

Furthermore, considering other indicators, specifically the SJR index associated with the quartiles Q1, Q2, Q3, and Q4, approximately 65% of the sources mentioned in Table 10 belong to the highest category, Q1. Additionally, these sources possess an SJR value exceeding 1, signifying significant citations from influential sources. Taking all these factors into account, it can be deduced that the most valuable articles or references regarding the application of artificial intelligence in detecting faults in photovoltaic systems are determined not just by the volume of publications but also by their impact factor and the sources from which they are cited.

After obtaining a comprehensive understanding through coauthorship and citation analysis, an examination of the existing associations among keywords is carried out using a metric known as cooccurrence. As discussed in the work of Radhakrishnan et al. [235], the goal of analyzing a keyword co-occurrence network is to delve into the components and knowledge framework of a scientific domain by examining the relationships between keywords in prior research. In simpler terms, the cooccurrence metric considers that two or more concepts (keywords) co-occur when they frequently appear together in a set of documents, although it rarely appears independently in other documents. This new exploration aims to improve understanding and knowledge of the main research topics pertaining to fault detection in photovoltaic systems and how documents can be categorized into distinct clusters or trends based on their affinities with AI algorithms.

5.3. Co-occurrence

In the field of bibliometrics, an examination of co-occurrence was performed by utilizing a matrix of keywords that appear together. The objective of this analysis was to reveal potential relationships between two elements found within bibliographic works that are present in the same work [236]. The methods for carrying out co-occurrence analysis in bibliometrics have matured over the past two decades [237,238]. Consequently, some researchers have introduced strategies aimed at creating novel approaches for analyzing Medical Subject Heading (MeSH) terms sourced from the PubMed literature database [239]. This approach is commonly referred to as MeSH term co-occurrence analysis. The typical workflow for MeSH term co-occurrence analysis involves: (i) extracting MeSH term data from the PubMed database; (ii) constructing a co-occurrence matrix; and (iii) performing downstream analysis on
the matrix [236,240–242]. However, despite the widespread utilization of this method, it possesses a notable limitation related to the selection of a critical threshold for eliminating low-frequency elements or reducing the dimensionality of the co-occurrence matrix.

Alternative methods propose: (i) employing the Rapid Automatic Keyword Extraction (RAKE) algorithm for keyword extraction from document abstracts; (ii) constructing a co-occurrence matrix; (iii) calculating the “semantic similarity” between each keyword in matrix form, which is then combined with the co-occurrence matrix of extracted keywords from the document corpus to generate a weighted co-occurrence matrix [243]. The results are then represented graphically through a Keyword Co-occurrence Network (KCN). Alternatively, other authors suggest keyword extraction and matrix construction through a graph-based ranking algorithm called TextRank [244]. These approaches for keyword extraction and visualization have already been automated and standardized in software tools such as Ucinet,2 Pajek,3 or VOSviewer. In this study, VOSviewer software was employed because of its extensive adoption for conducting keyword co-occurrence analysis in diverse areas of expertise [245–252]. Co-occurrence analysis was conducted for all keywords using the same tools mentioned earlier (VOSviewer), specifically utilizing a full counting method. Table 11 displays the initial findings of this analysis, highlighting the connection between occurrence count and the number of keywords in photovoltaic systems-related fields.

As shown in Table 11, there are a total of 1922 distinct keywords that appear in the comprehensive data corpus consisting of 620 peer-reviewed articles. On average, each document contains approximately 3 keywords (1922/620 = 3.1). These initial findings suggest that only a select few keyword groups exhibit a significant frequency of occurrence. Subsequently, an additional study was conducted to identify the most commonly utilized keywords within the field of photovoltaic research. The aim of this study was to accurately position the research and enhance its visibility and dissemination.

Upon analyzing Table 11, it was found that 20 different keywords appeared in at least 50 documents, with only three keywords appearing in 100 corpus publications. Therefore, it was decided to focus additional attention on a detailed analysis highlighting the 11 most commonly used keywords, as shown in Table 12. Before commencing this analysis, it should be noted that the selected words are combined with their synonyms to ensure that two keywords with high relevance are not treated separately.

The main keywords are presented in Table 12 with their corresponding number of occurrences. It was found that some AI techniques are currently being used as scientific approaches with positive results in detecting faults in photovoltaic systems. Among the most frequent keywords we can observe three related to neural networks called “Neural networks”, “Convolutional neural networks”, and “Deep learning” and three related to conventional methods, namely, “Support Vector Machines”, “Decision Trees” and “Random Forest”. Two bibliometric maps were created to gain a deeper understanding of key terms, their groupings/associations, and their importance over time. To simplify these maps, only keywords with a minimum occurrence of 5 were included.

Table 11
Occurrence of keywords in the corpus data.

<table>
<thead>
<tr>
<th>Minimum # of Occurrences</th>
<th># Keywords</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1922</td>
</tr>
<tr>
<td>5</td>
<td>135</td>
</tr>
<tr>
<td>10</td>
<td>56</td>
</tr>
<tr>
<td>25</td>
<td>23</td>
</tr>
<tr>
<td>50</td>
<td>20</td>
</tr>
<tr>
<td>75</td>
<td>4</td>
</tr>
<tr>
<td>100</td>
<td>3</td>
</tr>
</tbody>
</table>

Table 12
Top list of the 11 most used keywords retrieved from documents on fault detection in photovoltaic systems using artificial intelligence.

<table>
<thead>
<tr>
<th>Keyword</th>
<th>Occurrences</th>
</tr>
</thead>
<tbody>
<tr>
<td>Neural networks</td>
<td>48</td>
</tr>
<tr>
<td>Support vector machines</td>
<td>47</td>
</tr>
<tr>
<td>Deep learning</td>
<td>43</td>
</tr>
<tr>
<td>Decision trees</td>
<td>33</td>
</tr>
<tr>
<td>Convolutional neural networks</td>
<td>31</td>
</tr>
<tr>
<td>Fuzzy logic</td>
<td>30</td>
</tr>
<tr>
<td>Anomaly detection</td>
<td>24</td>
</tr>
<tr>
<td>Random Forest</td>
<td>22</td>
</tr>
<tr>
<td>Feature extraction</td>
<td>22</td>
</tr>
<tr>
<td>Nearest neighbor search</td>
<td>16</td>
</tr>
<tr>
<td>Internet of things</td>
<td>12</td>
</tr>
</tbody>
</table>

2 Ucinet, developed by Steve Borgatti, Martin Everett, and Lin Freeman, is a social network analysis program. The free trial version can be downloaded here.
3 Pajek is available for noncommercial which can be downloaded here.
The first bibliometric map reveals the associations between the keywords. It identifies around 137 keywords linked to six significant keyword clusters with the purpose of determining global associations between the articles. The degree to which keywords appear together (co-occurrence) is influenced by how close they are to each other and how similar they are [253]. To extract the scientific areas involved, each cluster is classified according to the classification proposed in [254]. Fig. 13 depicts a Cluster Visualization Map that showcases the keywords that occur together within six simultaneous keyword groups. The clusters are categorized based on the respective methods they are associated with.

Cluster 1, labeled the “Symbolic approach” and represented in green in Fig. 13, consists of 26 keywords. A significant portion of these keywords is related to classification techniques, such as “decision trees”, “random forest”, “regression tree”, “C4.5 decision tree”, “gradient boosting”, and “binary tree bagging”, “Adaboost”, “Rotation forest”, “clustering hierarchical” and “fuzzy logic”. This cluster focuses primarily on analyzing the behavior of photovoltaic arrays at various scales with an interest in “feature extraction” and “feature selection”. Some works in this cluster also explore hybrid methodologies, utilizing algorithms such as the “extreme learning machine”. In summary, Cluster 1 can be considered a group of interest for photovoltaic fault detection using symbolic methods based on master algorithms.

Cluster 2, labeled as the “Regression approach” in blue, also consists of 26 keywords. This cluster seems to concentrate on detecting and classifying faults in different systems, including “electric inverters”, “distributed power generation systems”, “electric power transmission systems”, “grid-connected PV systems” and “smart grid”. The detection methods represented in this cluster include terms such as “linear model”, “linear regression”, “Logistic regression”, “principal component analysis”, “islanding detection”, and “regression analysis”. The techniques used in this cluster aim to exploit the richness of electrical signals by performing statistical and
signal processing analyses, including “signal processing” based on methods such as time-frequency decomposition using “wavelet transforms” (with 19 occurrences). This cluster can be regarded as photovoltaic fault detection using a regression approach.

Cluster 3, labeled as the “Bayesian approach” in yellow, comprises 25 keywords. Some of the terms found in this cluster include “Gaussian process”, “graph-based semi-supervised learning”, “naive Bayes classification”, and “Bayesian belief network”. Certain hybrid algorithms identified in this cluster also overlap with those found in Cluster 1, and they are linked to keywords such as “fuzzy inference”, “fuzzy logic”, and “fuzzy neural networks”. Many works in this cluster are applied to improve reliability in microgrids. Hence, this cluster can be considered as a group focused on photovoltaic fault detection using a Bayesian approach.

Cluster 4, labeled “Analogy-based approach” in purple, consists of 25 keywords. The documents associated with this cluster place considerable emphasis on the quality and handling of the data. Terms such as “data acquisition”, “data handling”, and “digital storage” are highlighted in this context. The descriptions for implementing these treatments in physical systems are associated with terms such as “cyber-physical system”, “embedded systems”, and “internet of things”. In terms of algorithms used, the works explore approaches such as “support vector machine”, “local outlier factor”, “polynomial SVM”, “linear SVM”, “support vector regression”, “radial basis function”, “k-nearest neighbor”, and “k-means”. Some documents in this cluster combine these algorithms with methods such as “neural networks” or use ensemble learning. The works in this cluster are oriented toward “cost-effectiveness”, “monitoring”, and “operation and maintenance”. The cluster covers a wide range of photovoltaic system scales, including terms such as “photovoltaic panels”, “photovoltaic power stations”, and “solar cell arrays”. Thus, this cluster can be categorized as photovoltaic fault detection using an analogy-based approach.

Cluster 5, labeled as the “Connectionist approach” in red, consists of 28 keywords. Terms such as “deep learning”, “convolutional neural network”, “backpropagation neural networks”, “artificial neural network”, “extreme learning machine”, “long short-term memory networks”, “extension”, “recurrent”, “bagging”, “bootstrap-based”, “dynamic recurrent”, “deep belief network”, “Multilayer neural networks”, “Multilayer perceptron”, “probabilistic neural networks”, “autoencoder”, “entropy”, and “Online Sequential” are found. Additionally, new approaches linked to terms such as “transfer learning” are discovered, where models are built based on pre-trained models, reducing development time by making a few modifications. These approaches are highly efficient in terms of computational time. Most of the works are related to image analysis, which is why terms such as “image classification”, “image processing”, “infrared imaging”, and “thermography” are found at different scales. This is due to the presence of keywords such as “photovoltaic modules”, “photovoltaic plant”, and “solar cells”. This cluster can be referred to as photovoltaic fault detection using the Connectionist approach.

Lastly, Cluster 6, labeled as the “Evolutionary approach” in light blue, consists of only 7 keywords. In this cluster, keywords related to algorithms such as “Ant colony optimization”, “Genetic Algorithm”, and “Particle Swarm Optimization” are found. It can be observed that this cluster shows an interest in analyzing the “accuracy evaluation” of the algorithm in different elements or, more generally, in a “photovoltaic system”. This cluster can be referred to as photovoltaic fault detection using the Evolutionary approach. As expected, the findings from the analysis of keyword co-occurrence indicate that studies focused on fault detection in photovoltaic systems using artificial intelligence primarily concentrate on analyzing fault detection. It can be inferred that the authors address various scales and technologies of photovoltaic systems and use multiple methods covering both signal processing and artificial intelligence techniques. Six distinct scientific approaches have been identified. However, in order to fully comprehend the recent new objective of research, the insights obtained from the initial co-occurrence analysis can be supplemented by a second analysis conducted using a new bibliometric map, which covers only the last five years. This second analysis is shown in Fig. 14. By incorporating this additional analysis, the visualization network depicting the overlapping the co-occurrence of keywords can be highlighted in Fig. 14.

In addition, Fig. 14 illustrates the evolution of research topics with respect to concurrent keywords during the past five years (2018 - 2022). Several documents indicate that this new analysis emphasizes research into fault detection using artificial intelligence and its recent rapid evolution. This point can be compared to the previous period when many papers focused on fuzzy systems and signal processing until 2018. A transition period (2018 - 2020) can be observed, during which research was supported by issues of signature extraction, monitoring, and some traditional machine learning techniques like random forests, neural networks or decision trees. More recently, since 2020, the authors have primarily focused their efforts on research oriented towards the utilization of neural networks, particularly convolutional neural networks and deep learning.

It is worth mentioning that in-depth studies of specific time periods reveal a notable rise in publications focused on identifying anomalies. This is likely due to the trend toward the high complexity of training systems designed for fault classification in photovoltaic systems. Such systems require previous work to build a robust database and subsequently train artificial intelligence systems under optimal conditions. The effectiveness of the outcomes and their capacity to detect every potential fault in a photovoltaic system is greatly influenced by the quality and amount of accessible data. For these reasons, the main objectives of the authors are aimed at improving the capacity to evaluate the healthy behavior of the photovoltaic power plant and determining when the behavior deviates from the healthy baseline, which is referred to as abnormal or anomaly behavior. Additionally, an important trend has emerged recently, with a shift in research interest from fault detection based only on electrical signals to hybrid detection methods that incorporate image analysis (thermal, infrared, etc.), thereby significantly expanding the spectrum of fault detection and its complexity.

In summary, this approach using keywords and their occurrences can be considered a valuable tool to aid in understanding different trends and why certain machine learning algorithms are more appropriate than others for detection of faults in photovoltaic power plants. However, a more detailed analysis of the content of the documents within each cluster was performed using an expert qualitative content analysis.
6. Expert qualitative content analysis

To complete the construction of the state of the art, this section exposes a content analysis of each cluster obtained in Section 5.3. In order to streamline this analysis, only the three most relevant articles are considered, with preference given to those that are highly cited, assuming that they best explain and exemplify the purpose of each cluster. The algorithms presented in each article were thoroughly analyzed to ensure that they truly belong to the identified cluster and represent its general trends.

Initially, this analysis revealed that all the identified clusters align with the classification presented by Rodrigues et al. [255]. This classification is further supported by the main contributions of the algorithms found within each group, which were extracted using the “master algorithm” tool. The notion of the “master algorithm” was first presented by Domingos [254] in his book entitled “The Master Algorithm: How the Quest for the Ultimate Learning Machine Will Remake Our World”. The author regards the “master algorithm” as a unifying factor in machine learning, postulating that it is a hypothetical algorithm capable of comprehending the behavior of any system perfectly.

Considering the perspectives of these two authors, the clusters are assigned the following names: “Symbolic approach”, “Regression approach”, “Bayesian approach”, “Analogy-based approach”, “Connectionist approach”, and “Evolutionary approach”, respectively. This study affirms that each cluster has its own master algorithm with its unique properties and limitations.

6.1. Cluster 1 - symbolic approach

This cluster groups algorithms whose master algorithm is identified as inverse deduction, also known as induction. The approaches in this cluster aim to reach specific conclusions based on preexisting knowledge that has been previously learned [254]. Due to
the computational expense of inverse deduction, the application of these algorithms on massive datasets has been challenging to generalize. Some well-known algorithms in this cluster include Decision Trees, Random Forests, and Fuzzy Logic [256].

Several works propose the use of these algorithms, also referred to as symbolist algorithms, for fault detection in photovoltaic systems. The most cited article by Chen et al. (2018) [232], with 110 citations, addresses the issues of overfitting and limited performance in supervised fault classification algorithms trained on fault data samples. The authors focus is on identifying and diagnosing faults within photovoltaic panels, such as line-to-line faults, degradation, open circuits, and partial shading. They accomplish this by monitoring the real-time operating voltage and string currents of a laboratory photovoltaic system, and then comparing these values with data from a simulated photovoltaic system in Simulink. In their work, Chen et al. (2018) [232] introduce a classifier known as the Random Forest (RF) ensemble learning algorithm. They employ a grid search method to fine-tune the parameters of the RF model, with the goal of minimizing out-of-bag error estimation. This approach offers several advantages, including enhanced classifier performance and seamless integration with real-time monitoring systems. The method proposed in this study achieves a remarkable level of performance, with a 99.240% accuracy rate for fault detection and a 99.135% accuracy rate for fault classification.

In a study conducted by Dhibi et al. (2020) [257], which has been cited 39 times, two enhanced Random Forest (RF) classifiers were introduced. These classifiers were designed to tackle issues like the lack of correlation between variables in RF. They are known as the Reduced Kernel RF based on Euclidean distance (\( RK - RF_{ED} \)) and the Reduced Kernel RF based on K-means clustering (\( RK - RF_{Kmeans} \)). Both of these classifiers utilize real-system data, specifically static information from the process data. These methods follow a two-stage process: first, feature extraction and selection, followed by fault classification. \( RK - RF_{ED} \) uses the Euclidean distance as the dissimilarity metric for feature extraction and selection, employing principal component analysis (PCA) for feature selection. This algorithm achieved a 100% precision rate in both the training and testing phases. On the other hand, \( RK - RF_{Kmeans} \) reduces the training data volume by applying K-means clustering and PCA. This method also demonstrated a precision rate of 100% in both training and testing phases. The primary focus of these approaches is to reduce the dimensionality of databases while preserving relevant information. These classifiers were assessed using data from an emulated grid-connected photovoltaic system, with the results showcasing high classification accuracy and efficient computation.

Finally, a study by Madani et al. (2012) [258], cited 19 times, introduces an intelligent-based islanding detection algorithm for photovoltaic and Doubly Fed Induction Generator (DFIG) units. Initially, the Decision Tree algorithm is employed for islanding detection, thanks to its low computational cost and interpretability. The authors then introduce a boosting technique known as AdaBoost to enhance the performance of the Decision Tree classifier. AdaBoost iteratively trains weak or base classifiers, giving more importance to previously misclassified data to create a more robust classifier. This method was tested on a distribution system that includes photovoltaic, DFIG, and synchronous generators. For islanding detection features, a set of 16 first- and second-order derivatives of current and voltage signals is used. The results show a precision rate of 100% for AdaBoost and 92.5% for the Decision Tree algorithms.

In Fig. 15, the algorithms detected within this cluster 1 are displayed along with their respective occurrence counts.

As depicted in Fig. 15, the Cluster 1 primarily employs decision tree and random forest algorithms, which are the most commonly utilized methods in this context. However, it is evident that due to the complexity of acquiring reliable fault labels, the usage of unsupervised algorithms, such as hierarchical clustering, is on the rise.
6.2. Cluster 2 - regression approach

This paragraph discusses a cluster of algorithms that are categorized according to their data characteristics. These algorithms are not learning algorithms; instead, they are regressive algorithms that depend on past data [254]. Some well-known algorithms in this cluster include ARIMA, Linear Regression models, Principal Component Analysis (PCA), and statistical machine learning approaches [256].

Several studies suggest utilizing regression techniques for fault detection in photovoltaic systems within this particular group. The most cited article [259] in this context, with 33 references, combines machine learning with statistical hypothesis testing to enhance the detection of faults in photovoltaic systems. They employ Gaussian process regression (GPR) in conjunction with a generalized likelihood ratio test diagram. The study assesses the proposed method using both actual and simulated photovoltaic systems, taking into account parameters such as current, voltage, and power. The authors demonstrate the efficacy of their approach through an analysis of computation time, Missed Detection Rate (MDR = 7.14%), and False Alarm Rate (FAR = 6.83%) [259].

The second article, authored by Haiji et al. in 2021 [260], with 21 references, introduces a two-stage fault detection process that begins with feature extraction and selection as the initial step. They employ the PCA algorithm to reduce the dimensionality of the dataset and then input the resulting PCA data into six supervised machine learning classifiers, including Support Vector Machines (SVM), Naive Bayes (NB), Decision Tree, Discriminant Analysis (DA), K-Nearest Neighbors (kNN), and Random Forest (RF). The proposed method is assessed using data from a real grid-connected photovoltaic (GCPV) system [260]. The author provides precision ranges for three algorithms: K-Nearest Neighbors (KNN) with a range of 98.21% to 99.97%, Random Forest (RF) with a range of 99.61% to 100%, and Support Vector Machine (SVM) with a range of 97.73% to 99.97%.

Finally, Hopwood et al. (2020) [261] also propose an article with 3 citations. This article proposes the use of Principal Component Analysis (PCA) to reduce the size of the initial data set and generate uncorrelated variables, thus improving the interpretability. The study focuses on static current-voltage characteristics (IV) and uses a random forest classifier on the reduced data. The authors demonstrate that in the worst case presented, the use of PCA improves classification accuracy up to 99% compared to 98% without PCA. Additionally, the team explores different approaches to extract information from the IV curve, which aids in fault classification, especially for faults with subtle changes in the IV curves [261].

In general, these articles highlight the application of regression approaches, such as ARIMA, Linear Regression, PCA, and statistical machine learning, in fault detection for photovoltaic systems. They demonstrate the effectiveness of these techniques through various evaluation metrics and real-world data.

In Fig. 16, the algorithms detected within this cluster are shown along with their respective occurrence counts.

As seen in Fig. 16, the algorithms found within this cluster can be grouped into two main categories without loss of generality: Dimensionality reducers and regressions.

6.3. Cluster 3 - Bayesian approach

This cluster groups algorithms identified by the master algorithm tool as probabilistic inference algorithms. These algorithms share the common property of reducing uncertainty in new knowledge by utilizing the probabilistic event inference algorithm [255]. They are designed to recognize the inherent uncertainty and incompleteness present in all types of knowledge. In these algorithms, a probability is assigned to each known event. If the data supports a hypothesis, the hypothesis gains more weight. On the contrary, if
the data contradict the hypothesis, less weight is assigned to it \cite{254}. Some well-known methods used in this cluster include Naïve Bayes and Monte Carlo \cite{256}.

Multiple works in this cluster propose the detection of faults in photovoltaic systems through the utilization of a Bayesian approach. One of the most frequently referenced articles in this field, authored by Zhao et al. in 2015 \cite{59}, and cited 186 times, offers an alternative solution to conventional fault detection methods that typically rely on supervised learning models trained with a substantial amount of labeled data representing various fault types. This study underscores three primary limitations of supervised fault detection techniques: \(i\) obtaining labeled photovoltaic data is challenging and costly, especially for high-power photovoltaic installations, \(ii\) the trained model is not easily updatable, and \(iii\) the model is intricate to visualize and interpret. To tackle these challenges, Zhao et al. \cite{59} puts forth a graph-based semi-supervised learning model that necessitates only a limited number of labeled training data. These training data are normalized beforehand to enhance visualization. This article marks an initial stride toward effective fault identification without the need for extensive data. Notably, the model proposed by Zhao et al. \cite{59} possesses the capability to autonomously learn about photovoltaic systems over time, even under varying weather conditions. The author attests to a 100% accuracy for both line-to-line fault and open-circuit fault.

The second article, presented by Momeni et al. in 2020 \cite{262}, with 23 citations, introduces a comprehensive approach to fault identification, classification, localization, and correction employing a graph-based semi-supervised learning algorithm and a substantial number of class labels. The system initially identifies the fault type and location, subsequently isolating it temporarily to ensure uninterrupted system operation until the fault is entirely corrected. Momeni et al. \cite{262} proposes several normalization methods to enhance the differentiation between healthy and impacted panels. The results presented are exceptionally promising and arouse interest in the research community, as the methodology can be applied to photovoltaic systems of varying sizes due to a series of data normalization equations. The author demonstrates a 100% accuracy for both line-to-line fault and open circuit fault.

Lastly, the third article, proposed by Niazi et al. in 2019 \cite{263}, with 4 citations, recommends a distributed fault diagnosis approach for photovoltaic arrays that revolves around fine-tuning the Naïve Bayes (FTNB) model. This approach addresses faults such as open-circuit, short-circuit, shading, abnormal degradation, and abnormal bypass diode. The Naïve Bayes classifier, grounded in Bayesian principles \cite{264}, is utilized to compute the probability that each sample belongs to each category based on the attribute value of the sample. The results obtained facilitate the identification of the category with the highest probability as the predicted category for the new sample. After the model is calibrated, a set of fault data is employed to train the system, and fault signatures are then extracted from the maximum power point signals of photovoltaic inverters and meteorological data. However, the results are solely validated using simulated data. The author attests to a 99.2% accuracy for Hotspot fault.

In Fig. 17, the algorithms detected within this cluster are displayed along with their respective occurrence counts.

In Fig. 17, it is evident that there are more articles employing graph-based algorithms. This is because graph-based algorithms enable addressing semi-supervised problems, meaning they partially solve the issue of fault labeling in photovoltaic systems.

\subsection*{6.4. Cluster 4 - analogy-based approach}

This cluster comprises algorithms known as kernel machines, which are called by a master algorithm. These algorithms assess resemblances between previous and new data by employing nearest-neighbor kernel machine algorithms to scrutinize their surroundings and create generalizations founded on similarity. This group of algorithms produces results like neural networks \cite{254}. However, a major drawback of these algorithms is their high dependence on the size of the dataset, calculation time, and the complexity of programming, which can quickly become significant. Among the most popular algorithms in this group are K-Nearest Neighbor and support vector machines algorithms \cite{256}.

Several studies in this category suggest utilizing analytical-based strategies for detecting faults in photovoltaic systems. The most referenced article in this regard, authored by Baghae et al. in 2020 \cite{265} (with 46 citations), addresses the problem of islanding detection. The proposed technique involves the application of support vector machines (SVM) and acquires input data through
creating faults cases, with complexity (LBP). SVM introduces grid-connected signals highlighted both monitoring direct and training as observed in Fig. 18, which presents a traditional moving average (EWMA) Shewhart schemes with both parametric and nonparametric thresholds to effectively identify faults in photovoltaic systems. The kNN method is particularly highlighted for its strong performance in handling non-linear datasets, such as those found in photovoltaic systems. The EWMA approach is employed due to its sensitivity to detecting minor changes. The kNN model utilizes residuals between actual and simulated signals as input, and parametric thresholds are suggested for fault identification. The final model is validated using a real 9.54 kWp grid-connected photovoltaic plant in Algeria. The author reports precision ranges of 75.6% to 99.1% for detecting open circuits, shading faults and short circuits.

Finally, a third article proposed by Ali et al. in 2020 [267] (with 28 citations) suggested a hybrid feature-based support vector machine (SVM) model that employs infrared thermography for the detection of hot spots in photovoltaic (PV) panels. This method introduces a novel hybrid feature vector that combines RGB, texture, the oriented gradient histogram (HOG), and the local binary pattern (LBP). The suggested approach categorizes panels into three groups: healthy, non-faulty hotspots, and faulty. The authors attain a training accuracy of 96.8% and a test accuracy of 92% using this approach. Moreover, this method exhibits lower computational complexity compared to other machine learning algorithms [267].

Lastly, a third article proposed by Ali et al. in 2020 [267] (28 citations) suggests a hybrid feature-based support vector machine (SVM) model that uses the infrared thermography technique for detecting hot spots in photovoltaic (PV) panels. This method introduces a novel hybrid feature vector that combines RGB, texture, the oriented gradient histogram (HOG), and the local binary pattern (LBP). The proposed approach classifies panels into three types: healthy, non-faulty hotspots, and faulty. The authors achieve a training accuracy of 96.8% and a test accuracy of 92% using this method. Additionally, this approach demonstrates lower computational complexity compared to other artificial intelligence algorithms [267].

In Fig. 18, the algorithms detected within this cluster are shown along with their respective occurrence counts.

As observed in Fig. 18, most of the documents within this cluster use classical support vector machines or their variants, together with K nearest neighbor algorithms. However, it is noteworthy that articles utilizing ensemble learning can also be found. In these cases, the authors connect multiple algorithms sequentially or in parallel to improve diagnostic fault efficiency. Equally interesting is the use of the local outlier factor, focusing primarily on anomaly detection and clustering algorithms (k-means [268]). The hypothesis of this study is that the growing adoption of these types of algorithms is once again linked to the complexity of accurately labeling faults for subsequent use in supervised algorithms.

6.5. Cluster 5 - connectionist approach

This cluster covers algorithms with backpropagation as the master algorithm. These algorithms simulate brain functions by creating artificial neurons and connecting them in a neural network with input, hidden, and output layers. The input neurons
transmit information to hidden neurons, which produce output that is readable by other neurons with the same function [254]. The most prominent algorithms in this category include extreme learning machines and artificial neural networks [256].

In this cluster, various studies focus on fault detection in photovoltaic systems using a connectionist approach. The most cited article, authored by Chen et al. in 2017 [231], addresses situations where fault diagnosis is severely limited by limited monitored information, hindering effective model training and updates. To address this, Chen et al. [231] propose extracting characteristics from monitored I-V characteristic curves under different environmental conditions. They use the kernel-based emerging extreme learning machine (KELM) for diagnosis due to its rapid learning and strong generalization. The Nelder-Mead Simplex (NMS) optimization method fine-tunes KELM parameters, improving the classification performance. Testing on a comprehensive data set from a photovoltaic modeling approach in Simulink and real data from a photovoltaic plant confirms the success of the optimized KELM-based fault diagnosis model, achieving high accuracy, reliability, and generalization for both real and simulated data, with precision ranging from 97.9% to 100% for short-circuit, temporary shading faults, and open-circuit.

A second article, presented by Garoudja et al. in 2017 [269], with 78 citations, introduces a method to detect and diagnose faults on the direct current (DC) side using the probabilistic neural network (PNN) classifier. This approach involves four stages: (i) parameter extraction of the photovoltaic module, (ii) simulation and experimental validation of the assembly, (iii) creation of a database of healthy and defective operations, and (iv) network construction, training, and testing. The unknown electrical parameters of the one-diode model (ODM) are precisely identified in the first stage using the best-so-far ABC algorithm based on the Artificial Bee Colony algorithm. These parameters facilitate system simulation using PSIM/Matlab. The detection and diagnosis of faults are then carried out using the PNN network. Testing in a 9.54 kWp grid-connected photovoltaic system includes scenarios of a healthy system, three modules short-circuited in one string, ten modules short-circuited in one string, and a string disconnected from the array. Garoudja et al. [269] demonstrate improved accuracy of the PNN method compared to feedforward backpropagation Artificial Neural Network (ANN) classifiers, achieving 100% accuracy in detecting string disconnection and short-circuit faults.

Lastly, the third article by Chen et al. in 2019 [270], with 75 citations, explores an alternative approach to fault diagnosis that eliminates the need for manual feature extraction or expert knowledge. This is a significant challenge in artificial intelligence-based fault diagnosis, as it can lead to inefficient or incomplete diagnosis models. The authors propose an intelligent fault detection and diagnosis method for photovoltaic arrays based on a deep residual network model trained with the adaptive moment estimation deep learning algorithm. This approach automatically extracts features from raw current-voltage curves, ambient irradiance, and temperature, enhancing performance with a deeper network. Results are validated with real and simulated data, demonstrating superiority over conventional neural network approaches in terms of accuracy, generalizability, reliability, and training efficiency, with precision ranging from 91.84% to 100% for short circuit, shading, open circuit, and degradation faults.

In Fig. 19, the algorithms detected within this cluster are shown along with their respective occurrence counts.

As seen in Fig. 19, the current computational advancements have led to the testing of multiple neural network-based algorithms. It is noteworthy that deep learning is rapidly gaining ground. Additionally, the utilization of transfer learning, which involves using pre-trained models to decrease the training time for neural network-based algorithms, has started to gain traction. This development is of great significance, as one of the primary drawbacks of neural network-based algorithms used to be their training time; however, transfer learning has significantly mitigated this issue.
6.6. Cluster 6 - evolutionary approach

These algorithms operate by simulating the evolutionary process observed in real genomes and DNA, adhering to Darwinian principles. In this methodology, performance is assessed through the measurement of offspring fitness [255]. These algorithms comprise a group of individuals that compete, undergo recombination and mutation, with only the most fit individuals retained, similar to natural selection in biology [254]. Genetic algorithms and genetic programming are two of the most popular methods falling within this category [256].

Numerous studies suggest applying these evolutionary approaches for detecting faults in photovoltaic systems. An influential work by Mohamed et al. in 2015 [271], with 19 citations, proposes utilizing a genetic algorithm (GA) to optimize artificial neural network (ANN) topology for online diagnosis and repair of photovoltaic energy systems. Comparisons with traditional neural networks and fuzzy-based diagnosis methods reveal substantial enhancements in fault detection. The author reports precision ranging from 97.6% to 98.9% in identifying open circuits, degradation, short circuits, and shading faults.

In another article by Lin et al. in 2015 [272], with 10 citations, a monitoring system is introduced for measuring parameters like output current, voltage, irradiation, ambient temperature, and irradiation per photovoltaic module. The use of a genetic algorithm as an optimizer for fault detection, coupled with a back-propagation neural network (BP) fault diagnosis model, yields improved diagnostic accuracy. The author reports precision levels between 78.69% and 100% for identifying short circuits, shadows, and aging faults.

Lastly, Rodrigues et al. presented a comprehensive approach in 2020 [273], with 3 citations. This approach combines a fuzzy system with five distinct machine learning models: artificial neural networks, multigene genetic programming, regression tree, support vector machines for regression and Gaussian process. The goal was to evaluate at least one algorithm from each machine learning category proposed in [254]. Results indicate that the GA delivered the most favorable outcomes on 5 of the 16 days tested, underscoring its effectiveness in fault detection. The author reports precision levels ranging from 97.5% to 98.7% for string faults within these 5 combinations.

In Fig. 20, the algorithms detected within this cluster are shown along with their respective occurrence counts.

As shown in Fig. 20, the utilization of genetic algorithms to attain optimal hyperparameters for fault detection algorithms in photovoltaic systems was extensively studied. However, due to advancements in computational capabilities of contemporary systems and the proliferation of hyperparameters within machine learning algorithms, the exploration of these optimization algorithms and others will constitute a pivotal aspect in the field of photovoltaics and beyond.

The technical details of the machine learning approaches presented in the Clusters (1-6) are compared in Table 13.

As evident from Table 13, each cluster (1–6) has been explored for diagnosing faults in photovoltaic systems. However, not only the most cited articles set current trends, but it is also important to examine in detail the last few years of publications in the area. Therefore, as a complementary section, this study highlights recent research in this area over the past three years.

6.7. The most recent and significant articles

The articles were chosen based on their popularity, level of innovation, and the number of views and downloads.

In [274], a Convolutional Neural Network (CNN) is suggested for training with historical data, using variables like current, voltage, temperature, and irradiance across five categories. The study reports that the CNN model achieved 97.64% training accuracy and 95.20% testing accuracy. Likewise, in [275], authors propose a deep learning approach using a CNN for photovoltaic systems. This method automates feature extraction, reducing computational load while improving classification. They achieved an accuracy of 98.65% in classifying various issues under different atmospheric conditions using current, voltage, and power as input indicators.

In [276], a CNN and a fine-tuned VGG-16 model are used to diagnose faults with infrared thermographic images of photovoltaic modules. They achieved a fault detection accuracy of 99.91% and a fault diagnosis accuracy of 99.80% using the VGG-16 model. The
Table 13
Comparison of the technical details of the algorithms used in each of the three most cited articles presented in the clusters (1–6).

<table>
<thead>
<tr>
<th>Cluster</th>
<th>Ref</th>
<th>Target</th>
<th>Accuracy (%)</th>
<th>Validation</th>
<th>Fault</th>
<th>Data Samples</th>
<th>Software</th>
<th>Method</th>
<th>Sampling Time</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>[232]</td>
<td>Detection</td>
<td>99,24</td>
<td>✓</td>
<td>✓</td>
<td>182160</td>
<td>Matlab</td>
<td>Random Forest (RF) ensemble learning</td>
<td>5 μs</td>
</tr>
<tr>
<td>1</td>
<td>[232]</td>
<td>Classification</td>
<td>99,135</td>
<td>✓</td>
<td>✓</td>
<td>182160</td>
<td>Matlab</td>
<td>Random Forest (RF) ensemble learning</td>
<td>5 μs</td>
</tr>
<tr>
<td></td>
<td>[257]</td>
<td>Classification</td>
<td>100</td>
<td>–</td>
<td>✓</td>
<td>1501</td>
<td>–</td>
<td>$RK - RF_{E,D}$</td>
<td>100 μs</td>
</tr>
<tr>
<td></td>
<td>[257]</td>
<td>Classification</td>
<td>100</td>
<td>–</td>
<td>✓</td>
<td>1501</td>
<td>–</td>
<td>$RK - RF_{Kmean}$</td>
<td>100 μs</td>
</tr>
<tr>
<td></td>
<td>[258]</td>
<td>Detection</td>
<td>92,5</td>
<td>✓</td>
<td>–</td>
<td>144</td>
<td>PSCAD/EMTDC</td>
<td>Decision Tree</td>
<td>1 μs</td>
</tr>
<tr>
<td></td>
<td>[258]</td>
<td>Detection</td>
<td>100</td>
<td>✓</td>
<td>–</td>
<td>144</td>
<td>PSCAD/EMTDC</td>
<td>AdaBoost</td>
<td>1 μs</td>
</tr>
<tr>
<td></td>
<td>[259]</td>
<td>Detection</td>
<td>Far = 7, 1419</td>
<td>✓</td>
<td>✓</td>
<td>150</td>
<td>solar Pro</td>
<td>Gaussian process regression</td>
<td>15 min</td>
</tr>
<tr>
<td>2</td>
<td>[260]</td>
<td>Detection</td>
<td>98,21 – 99,97</td>
<td>✓</td>
<td>Inverter, grid connection, sensor, PV panel, PV panel connection</td>
<td>15775</td>
<td>DSpace 1104 (Matlab)</td>
<td>KNN</td>
<td>100 μs</td>
</tr>
<tr>
<td></td>
<td>[260]</td>
<td>Detection</td>
<td>99,61 – 100</td>
<td>✓</td>
<td>Inverter, grid connection, sensor, PV panel, PV panel connection</td>
<td>15776</td>
<td>DSpace 1104 (Matlab)</td>
<td>Random forest</td>
<td>100 μs</td>
</tr>
<tr>
<td></td>
<td>[260]</td>
<td>Detection</td>
<td>97,73 – 99,97</td>
<td>✓</td>
<td>Inverter, grid connection, sensor, PV panel, PV panel connection</td>
<td>15777</td>
<td>DSpace 1104 (Matlab)</td>
<td>DA</td>
<td>100 μs</td>
</tr>
<tr>
<td></td>
<td>[261]</td>
<td>Classification</td>
<td>98,3 – 99</td>
<td>✓</td>
<td>Partial soiling, cell cracking</td>
<td>–</td>
<td>–</td>
<td>Random forest</td>
<td>30 min</td>
</tr>
<tr>
<td></td>
<td>[59]</td>
<td>Detection and Classification</td>
<td>100</td>
<td>✓</td>
<td>–</td>
<td>4879</td>
<td>Matlab Simulink</td>
<td>Graph-based semi-supervised learning</td>
<td>200 ms</td>
</tr>
<tr>
<td></td>
<td>[262]</td>
<td>Detection and Classification</td>
<td>100</td>
<td>✓</td>
<td>–</td>
<td>35547</td>
<td>Matlab</td>
<td>Graph-based semi-supervised learning</td>
<td>20 ms</td>
</tr>
<tr>
<td>3</td>
<td>[263]</td>
<td>Classification</td>
<td>99,2</td>
<td>–</td>
<td>✓</td>
<td>375</td>
<td>Matlab</td>
<td>Naive Bayes Classifier</td>
<td>–</td>
</tr>
</tbody>
</table>

(continued on next page)
<table>
<thead>
<tr>
<th>Cluster</th>
<th>Ref</th>
<th>Target</th>
<th>Accuracy (%)</th>
<th>Validation</th>
<th>Fault</th>
<th>Data Samples</th>
<th>Software</th>
<th>Method</th>
<th>Sampling Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>[265] Detection</td>
<td>100</td>
<td>–</td>
<td>✓</td>
<td>Islanding and grid fault events</td>
<td>Multiple databases</td>
<td>Matlab Simulink</td>
<td>Support vector machines</td>
<td>5 – 20 ms</td>
</tr>
<tr>
<td>4</td>
<td>[266] Detection</td>
<td>75,6 – 99,1</td>
<td>–</td>
<td>✓</td>
<td>Short-circuit, open-circuit, temporary shading</td>
<td>1440</td>
<td>Matlab Simulink and PSIM</td>
<td>kNN</td>
<td>1 min</td>
</tr>
<tr>
<td>5</td>
<td>[269] Detection and Classification</td>
<td>100</td>
<td>✓</td>
<td>✓</td>
<td>String disconnection and short-circuit</td>
<td>740</td>
<td>Matlab Simulink and PSIM</td>
<td>Probabilistic neural network</td>
<td>1 min</td>
</tr>
</tbody>
</table>
fa...ers, including accumulated sand faults in photovoltaic modules, covered photovoltaic modules, cracked photovoltaic modules, degradation, dirty photovoltaic modules, short-circuited photovoltaic modules, and overheated bypass diodes.

In [278], authors introduce a deep learning approach for identifying cracks in photovoltaic cells. They evaluate four deep learning models and apply an ensemble learning technique to achieve a precision of 97.93%. Their methodology involves training, evaluation, and comparison of four deep learning models: U-net, LinkNet, FPN, and attention U-net. Model performance is measured using different metrics, including Intersection over Union (IoU) and F1-Score. In [279], machine learning and deep learning techniques are assessed for detecting and diagnosing faults in photovoltaic modules. Deep learning-based methods exhibited a precision of 98.71% for both binary and multiclass detection and classification tasks. The authors compiled a dataset of infrared thermography images from normal and faulty photovoltaic modules such as bypass diode fault, shading effects, photovoltaic module short-circuiting, and accumulated dirt on the photovoltaic module.

In [280], a hotspot detection system is proposed using thermographic images and a CNN. The conventional neural network achieved an accuracy of 95.05%, outperforming a short-term memory-based method. In [281], authors introduce a Probabilistic Neural Network (PNN) with a 100% accuracy rate for analyzing historical datasets related to normal and faulty states of photovoltaic systems during the winter season.

In [282], weightless neural networks (WNN) are used for detecting visual faults in photovoltaic modules. WNN uses random access memory (RAM) devices to simulate neuronal functionality. This approach achieved a 100% classification accuracy within 1.44 seconds of testing. This approach uses a pre-trained deep learning network (DenseNet-201) and to select the most significant features for classification, the authors used a decision tree algorithm (J48).

In [283], Melliti et al. employ machine learning algorithms, decision tree, and random forest to identify and categorize faults based on voltage and current measurement data, achieving 98% accuracy for fault detection and 96% for classification. The faults studied were accumulation of dust, shading, module disconnection, and short-circuited bypass diode using voltage and current measurement data (I-V curves).

In [284], an algorithm using logistic regression with cross-validation for fault detection on the DC side of photovoltaic systems shows an accuracy of 97.11%. This approach was applied to scenarios involving short-circuit, open-circuit, and mismatch faults.

Lastly, in [78], an innovative cascading classifier method is proposed for predicting the health status of photovoltaic systems. The approach accurately predicts health states and quantifies panel degradation, demonstrating cost-effectiveness. This approach initially identifies severely affected photovoltaic panels by only analyzing the series-collected current data sampled at 1-minute intervals. This is one of the few studies that focused on the analysis of the fault called snail trails.

A comprehensive review of these articles reveals the diverse research landscape in photovoltaic system fault detection using artificial intelligence. This comparison offers insights into the objectives pursued by different research teams.

7. Promising research topics

This section provides a summary of the key areas of promising research. Firstly, it has been noted in various parts of the articles, particularly those outlined in Section 6, that utilizing hybrid machine learning methods is increasingly vital to enhance the accuracy of fault detection in photovoltaic systems. The authors suggest the fusion of two or more algorithms from different clusters to achieve synergistic advantages, resulting in improved precision in diagnostic and prognostic systems [78,256]. One highly cited article employing hybrid techniques is [221] with 131 citations, which introduces a novel fault detection algorithm for photovoltaic (PV) systems by combining the ANN radial basis function (RBF) network, Mamdani, and Sugeno fuzzy logic systems through a new interface. Another notable article with 42 citations is [285], focusing on DC arc fault detection, proposing a domain adaptation combined with deep convolutional generative adversarial network (DA-DCGAN) methodology implemented in an embedded system and validated with a real 1.5 kW rooftop photovoltaic grid-connected system following the UL-1699B standard.

In summary, these hybrid techniques significantly enhance the precision and resilience of fault detection algorithms. As a result, researchers are encouraged to continue developing novel hybrid techniques that combine strengths to produce superior detection and classification outcomes. This is especially relevant given the recent advancements in software and hardware technologies, which expand the capabilities of systems for sampled measurements and real-world execution conditions. Furthermore, researchers are encouraged to study hardware approaches for collecting high-quality data specifically designed for fault detection [286].

Upon analyzing the algorithms in Subsection 6.1, it is evident that random forest and decision tree algorithms are the most commonly used. The Symbolic approach generally produces good results. However, there are only a few experiments that use other algorithms less explored from the same cluster. Therefore, it is recommended to increase research on other algorithms such as the C.45 Decision Tree or the binary Tree Bagging.

In Subsection 6.2, the main focus of the work focuses on using the PCA algorithm as a dimensionality reducer, followed by the treatment of the data with a classifier. However, there are other options, such as signal processing using ARIMA, SARIMA and SARIMAX models, that enable fault detection based on prediction. Prediction-based fault detection involves comparing predicted values to actual values and ascertaining fault presence by evaluating predefined limit parameters, which may include system damage levels or fault types.
In Subsection 6.3, the results obtained from these algorithms, particularly the methods based on semi-supervised learning based on graphs, are very interesting. Researchers are encouraged to further research and apply these algorithms in combination with the data normalizations proposed in the referenced articles. Data normalization can expand the size of databases and contribute to the generalization of fault detection models applied to photovoltaic systems.

Analyzing the results of Subsection 6.4, it can be concluded that both kNN and SVM are effectively applied. It is recommended to continue working with these algorithms due to their favorable results. Additionally, exploring other methods within this cluster, such as the local outlier factor or other clustering algorithms that allow anomaly detection such as Dyclee [287] and thus reduce the dependency of fault detection on having fault labels or some kernel modifications for SVM, is also advised.

Subsection 6.5 records the most publications, aligning with the observations presented in Fig. 14, demonstrating the growth of research in neural networks. In general, these algorithms require substantial amounts of data, necessitating high computational power. However, with the rapid technological advancements, this limitation is no longer a concern. We strongly encourage the authors to further research these algorithms and explore alternatives such as the “Extreme Learning Machine”, which has shown promising and accurate results. Additionally, they should consider utilizing methods based on pre-trained neural networks to reduce training time such as transfer learning. Furthermore, we strongly encourage researchers to explore various algorithm configurations and methods of connection (such as Bagging, Boosting, Stacking, and Cascading) within the domain of ensemble learning algorithms.

In Subsection 6.6, it becomes evident that only a limited number of articles use evolutionary algorithms. We encourage the authors to explore metaheuristic algorithms more broadly as they allow parameter estimation and model adjustment in fault detection systems. While genetic algorithms are commonly used in fault detection for photovoltaic systems, there are multiple algorithms that offer more accurate results with reduced computation time for the same purposes [288]. We encourage the exploration of alternative algorithms, such as those mentioned in [289].

Moreover, the precision of error detection algorithms correlates directly with the quality of the training data. Therefore, the authors are encouraged to pay more attention to the processes of signature extraction and selection, as discussed in the articles [78, 257]. The current challenge goes beyond proposing new algorithms or modifying/combining existing ones to improve precision results. It involves extracting specific patterns (signatures) that accurately identify faults. Thus, this study strongly advocates the exploration of signal processing techniques such as signal filtering and time/frequency signal decomposition. The ability to extract relevant patterns not only facilitates corrective fault detection but also significantly improves preventive fault detection. Moreover, given the vast amounts of data that modern monitoring systems can accumulate, it is necessary to advance the development of novel algorithms for automated signature selection. These dimensionality reduction algorithms will significantly optimize the execution times of machine learning algorithms, as well as diminish the requirements for data storage, transmission, and processing, which is critical to ensure accurate fault detection. These factors become pivotal in scenarios where fault detection systems are embedded and therefore constrained by limited hardware resources.

Given the complexity of generating labels to train systems for all types of faults, it is worth noting that an interesting approach is to focus on detecting anomalies where fault labels are unnecessary. This method, commonly referred to as outlier detection or novelty detection, focuses on recognizing uncommon items, events, or observations that greatly differ from the majority or seem inconsistent with the standard or baseline data. Several significant and well-cited works on anomaly detection in photovoltaic systems already exist [290–294]. The primary role of outlier detection is to rapidly and unsupervised identify samples that begin to exhibit a significant performance loss. Outlier detection algorithms typically boast shorter computation times. Furthermore, the identification of atypical samples can significantly impact the accuracy of supervised machine learning models. Failing to appropriately detect and manage outlier values can lead to overfitting, inadequate, or biased results. Some well-known methods include Z-Score, Interquartile Range (IQR), and Local Outlier Factor (LOF). Therefore, we strongly advocate for the initial study of anomaly detection and outlier detection within the photovoltaic domain. Furthermore, this study identified a minimum of 26 occurrences of “anomaly detection” and 15 occurrences of “outlier detection”, making it significant enough to initiate crucial research processes in this field.

In recent developments, new algorithms have shown promising outcomes in detecting faults in photovoltaic systems. One notable algorithm, discussed in the article titled “Online Fault Diagnosis for Photovoltaic Arrays Based on Fisher Discrimination Dictionary Learning for Sparse Representation” [295], deserves special mention.

8. Challenges and key elements in research and applications

In this review, it is noted that despite the variety of machine learning techniques accessible, most studies use conventional methods. This study seeks to overcome this limitation by conducting a thorough analysis and highlighting crucial aspects and obstacles. The objective is to inspire new research initiatives that can enhance fault diagnosis in photovoltaic systems. The upcoming sections will elaborate on these important aspects and challenges.

8.1. Key elements

The list of key elements identified in this study, necessary to advance the field of interest, is divided into three main aspects based on their affinity: 1) AI for fault diagnosis in photovoltaic systems; 2) Monitoring focused on fault diagnosis; and 3) Formal fault dictionary. These three aspects are described in the following.

8.1.1. AI for fault diagnosis in photovoltaic systems

To adequately address a problem of fault diagnosis in photovoltaic systems using artificial intelligence, it is necessary to first build relevant and robust databases. In other words, these databases should include at least the following eight key elements.
First, it is essential to determine the data collection level. This involves specifying whether the algorithm will be applied at the level of individual photovoltaic panels, photovoltaic string aggregates, protection systems, and so on. Second, you need to define the nature of the input data for the algorithm. This entails deciding whether the algorithm will work with data types like characteristic curves, electrical signals including voltage, current, power, time-dependent meteorological data, images, etc. Third, you must establish the sampling rate. The sampling rate is crucial and depends on the type of fault to be detected. Some faults occur rapidly, within a minute or less (such as arc faults), while others might take as long as 15 minutes or even weeks to manifest (like degradation faults). Thus, a balance between sampling frequency and data storage and processing capacity is essential.

Furthermore, a fourth consideration is generalizing photovoltaic models. The accuracy of machine learning diagnostic results is heavily influenced by the quality of the training data. In other words, if the algorithm is trained on a specific dataset A and then used to diagnose data from a completely different photovoltaic plant, even if the data types are similar, the diagnostic results are likely to be inaccurate. Therefore, it is important to develop data preprocessing algorithms that can standardize the data from the two plants for comparison. These algorithms help to generalize the input data for the machine learning algorithm, taking into account factors like the operating time of the photovoltaic plant, inclination, orientation, the number of photovoltaic panels per string, photovoltaic technology, and more.

The fifth aspect is the diagnostic window. It is important to determine the time interval during which the diagnosis will be performed in order to avoid hiding specific behaviors of a fault type. For example, calculating the average signal over an entire day of data versus a minute can significantly change the diagnostic result. This selection should depend on the specific fault to be diagnosed. The sixth aspect is multi domain data fusion. Some faults in photovoltaic systems have a unique thermal signature (hotspot), while others have an electrical signature (premature aging). Therefore, in some cases, it is necessary to fuse data from multiple domains. This data fusion can significantly increase the range of detectable faults. It can even transition the diagnostic approach from corrective maintenance to preventive maintenance as proposed in [296]. The seventh aspect is feature engineering, which had around 48 occurrences within the documents analyzed in this study. As some faults exhibit thermal signatures and other electrical signatures, some faults may not be clearly visible in the time domain, requiring a set of signal processing techniques to extract those hidden behaviors. Treatments such as Fourier transforms, wavelet analysis, etc., can be explored. Finally, the eighth aspect is the execution architecture of the diagnostic algorithm. This aspect allows understanding the framework in which the algorithm will operate, such as limitations of the computational processor, memory, and storage, among others.

8.1.2. Monitoring focused on fault diagnosis

As mentioned earlier in this study, the diagnostic outcome is directly proportional to the quality of training data. For this reason, this study presents a set of nine key elements that can improve photovoltaic system monitoring focused on fault diagnosis.

Firstly, the diagnostic algorithm execution mechanism plays a crucial role. The way the diagnostic algorithm is executed directly defines the structure and constitution of the monitoring system. If the algorithm is embedded within the monitoring system, it is necessary to consider the storage capacity and processing capability. On the other hand, if the algorithm is hosted on a server, the monitoring system will only be responsible for data acquisition, and in that case the most important aspect is the data transmission protocol. This protocol must ensure the timely transmission of data without significant delays, discrepancies, or lost/aberrant data during the transfer. Furthermore, it should ensure the continuity of data transmission.

Another crucial consideration regarding monitoring is the identification of measurable variables. This involves specifying the sensors to be used, while also considering the potential for combining data. This entails thinking about sensors for measuring electrical and meteorological parameters, and even thermal or electroluminescence imagery. International standards have been established to simplify the planning of photovoltaic (PV) monitoring systems and to assist in the choice of sensor types and quantities. These standards establish criteria for monitoring photovoltaic facilities. For instance, the British standard BS IEC 61724 [297], the recommendations of the European Joint Research Center [298], and the guidelines of the National Renewable Energy Laboratory (NREL) [299] provide comprehensive guidance for assessing the performance of photovoltaic systems.

One more factor to consider is the operation environment of the monitoring system. In cases where the system is placed in a high-capacity solar power facility, it is important to be aware that certain plants might not have wireless networks like WiFi available for data transfer. Additionally, in some cases, there may not be electrical outlets available to power the monitoring system. Therefore, the system must be self-sufficient in terms of energy and adapt to the absence of electrical outlets. Consequently, the monitoring system should have an integrated power source capable of supplying the necessary power to ensure continuous data acquisition.

The fourth aspect is noise robustness. Fault diagnosis algorithms using artificial intelligence are highly sensitive to noise. Hence, monitoring systems must be protected against electromagnetic interference from the environment (such as the presence of parasitic currents) that can disrupt the captured signals.

The fifth aspect to take into account when addressing data management and data privacy is the necessity for a strong cybersecurity element within the system. This implies that the system should have the capability to encrypt the data collected at the photovoltaic station to safeguard it from being stolen.

Lastly, the portability of the monitoring system must be defined. Taking into account the aforementioned aspects, it is necessary to determine whether the monitoring system will be continuously connected to the photovoltaic system or if it will only be connected for periodic diagnostic purposes. This aspect directly affects the dimensioning of both the internal elements of the monitoring system and the associated power supply.
8.1.3. Formal fault dictionary

One of the significant challenges in fault diagnosis algorithms employing supervised artificial intelligence involves the need to label training data accurately and to achieve a deep understanding of occurring faults. These two aspects are closely intertwined, as comprehensive knowledge of fault behavior is essential for data labeling. Typically, this process relies on traditional fault identification methods conducted in a lab setting or with input from field experts. Nonetheless, numerous issues are associated with this approach, including disagreements regarding fault classification and disparities between lab-identified fault conditions and those encountered in the field. Using the information extracted from the articles reviewed in this study, this section proposes essential components to consider when establishing a formal fault dictionary for photovoltaic systems, with a primary focus on fault diagnosis and labeling. A label, in this context, refers to the specific designation for the operational state of a photovoltaic panel or string, such as “healthy,” “hot spot,” or “delamination”. The critical aspects that the fault dictionary should cover are described below.

First, the dictionary should include the component where the fault occurs. In other words, it should define whether faults occur at the level of photovoltaic cells, photovoltaic panels, photovoltaic strings, photovoltaic arrays, protective systems, etc. Along the same lines, as a second key aspect, the dictionary should be capable of providing information about the origin of the fault. For example, differentiating between faults of structural, electrical, and thermal origins, among others. In addition, it should define whether the origin is related to external causes, material aging, or other factors. The third key aspect identified in this study that should be part of the dictionary is the relationship between faults. It is becoming increasingly evident that fault diagnosis systems need to be more powerful and computationally lighter. Therefore, the fault dictionary needs to group faults not only based on the component where they occur but also considering the cause-and-effect relationships between them. For example, if there are microcrack faults that can later lead to hot spots. This is crucial for the future of fault diagnosis in photovoltaic systems because it allows focusing efforts only on detecting the cause (microcracks) rather than the symptoms (hot spots), ensuring high diagnostic performance and maximizing the number of diagnosed faults.

A fourth aspect that should be explored is the occurrence frequency. This aspect will help identify diagnostic windows. Defining the effects on fault occurrence based on factors such as the age of the power plant, the meteorological conditions under which the system is installed, or even the technology used. A fifth aspect to consider within the dictionary is an analysis of the priority level in terms of power loss and human safety. Understanding this priority allows corrective or preventive actions to be taken based on the level of risk for the photovoltaic plant or the personnel within the photovoltaic plant. Lastly, this study is considered a sixth key element to study conventional fault detection methods. The objective is for these methods to be used in a second phase to validate and refine the results of the fault diagnosis.

8.2. Challenges

In this study, it has been noted that the diagnosis of faults in photovoltaic systems with the help of artificial intelligence must shift towards obtaining pertinent real-world data for fault monitoring and detection. This necessitates a departure from the traditional model-based training, which entails creating mathematical representations of systems, and instead embracing data-driven training systems or models built from actual data. This change ensures a more accurate representation of the system, leading to improved and more applicable responses from machine learning systems.

Nonetheless, as previously stated, the key to obtaining reliable results that account for real-world disturbances caused by environmental factors and measurement device signal noise lies in prioritizing the acquisition of high-quality data. The use of pure algorithms is becoming progressively challenging. Hence, researchers are encouraged to explore hybrid approaches that combine the strengths of various algorithms, facilitated by the concept of the ‘master algorithm’. By bridging the gap between different algorithmic groups, researchers can extract the optimal outcomes from each approach.

Furthermore, it is essential not only to develop a comprehensive fault detection algorithm capable of functioning in diverse conditions but also to conduct rigorous mathematical work. This mathematical understanding will facilitate a deeper understanding of the relationships between photovoltaic systems and weather conditions, such as temperature, irradiation, humidity, and others. Through this understanding, a set of equations can be derived, enabling comparison of performance and fault detection even when evaluating plants installed under variable conditions.

In addition to these aspects, it is interesting to highlight that the Cluster (1-5) have been widely used for fault detection purposes. Meanwhile, Cluster 6 has been used as a complement to the other clusters, enhancing overall performance by optimizing the algorithm hyperparameters. However, it is important to note that within each cluster, supervised, unsupervised, and semi-supervised approaches can be found. This underscores the necessity of careful attention to data labeling used for system training. The challenge of effectively labeling the data to diagnose faults in photovoltaic systems represents one of the main contemporary challenges.

9. Discussion and conclusions

The proposed methodology in this study introduces, for the first time, a way to extract a set of conditions and trends from a considerable number of documents regarding fault detection in photovoltaic systems. This aspect had never been clearly established before using a methodology based on numerous bibliometric analyses. Consequently, the methodology applied to photovoltaic systems could serve as a valuable tool for researchers approaching scientific topics from a Big Data perspective. In this study, over 620 research papers on fault detection in photovoltaic systems that use artificial intelligence were identified and analyzed. Articles that only presented frameworks without including experimental research were excluded from consideration.
This research introduces a method for performing a literature review that integrates bibliometric content analysis with expert qualitative content analysis. This method attempts to identify essential parameters, obstacles, and research perspectives to support and guide upcoming studies in the domain of fault detection in photovoltaic systems. Furthermore, it offers a comprehensive collection of algorithms and relevant papers grouped together to enhance understanding of the various categories of algorithms to be explored in future research.

Multiple relevant aspects for future research were obtained. First, this study recommends the research of hybrid machine learning and comparative studies of these methods in fault detection in photovoltaic systems. Second, research on photovoltaic system forecasting should be encouraged to enable condition-based preventive maintenance and reduce investment recovery times. While industrial demands tend to focus on complete photovoltaic arrays, monitoring at the photovoltaic panel level still requires significant development and should progress alongside machine learning algorithms. Third, the current challenge is not only the construction of more robust photovoltaic systems but also ensuring their optimal production. In this regard, this study recommends diligent research on the construction of robust databases and specialized signal processing for early fault diagnosis.

Additionally, this study, as demonstrated in Section 5.1, identifies highly interesting countries or target countries for establishing collaborative networks. For example, China, India, and the United States are countries that dominate most of the research in the field of study. Interestingly, this methodology also highlights France as a country of interest. With approximately 15% publications compared to China, India, or the United States, France surpasses India in terms of citations and achieves roughly half the citations of China or the United States. Therefore, this study encourages close monitoring of efforts on artificial intelligence and renewable energy topics within these four countries.

This study also demonstrated the need for the design of photovoltaic monitoring systems to be adapted to the new requirements of Industry 4.0 and Big Data. This means constructing new monitoring systems capable of hosting artificial intelligence for forecasting, tracking, anomaly detection, and health state diagnostics, among other functions. Additionally, these systems should demonstrate high performance in terms of data transmission, processing speeds, storage, multi domain data, and other aspects outlined in the key elements section.

The detailed analysis conducted in this study made it evident that there is no consensus on a general classification of faults in photovoltaic systems. Therefore, this study proposed a set of key aspects that would enable future fault diagnosis research to follow a unified path, accelerating progress and facilitating collaborative work and direct algorithm extrapolation.

Finally, the research findings validate the importance of ongoing efforts by researchers to create novel algorithms and tools for fault detection in photovoltaic systems with the aid of artificial intelligence. This will help offer a comprehensive and objective perspective on the current state of sustainable AI research in the energy sector.
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