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Abstract. In this paper, we position ourselves within the context of
collaborative planning. Drawing upon our recent research, we introduce
a novel, knowledge rich task planning framework that represents and
reasons and effectively addresses agents’ first-order false beliefs to solving
a task planning problem with a shared goal. Our contributions to this
work are as follows: First, to enhance the reasoning abilities of an existing
framework, an intuitive observability model for situation assessment is
addressed, and for that, an improved knowledge modeling is considered.
This effectively captures agents’ predictable false beliefs and motivates
us to exploit the power of off-the-shelf knowledge reasoners. Second, a
new planning approach that incorporates this improved encoding. And,
to show the effectiveness of our planner and present our initial findings
and proof of concept, we conduct a thorough use case analysis.

Keywords: Collaborative planning - Knowledge reasoning - Inference -
Theory of Mind (ToM) - Human-aware task planning.

1 Introduction

Human-robot collaboration/interaction (HRC/I) is a current research focus due
to the growing number of robot-assisted applications [13]. Collaborative robots
add clear value to real-world domains like household [17], workshops [15], or
medical facilities [12].

In this work, we address a task planning problem where humans and robots
jointly achieve a shared goal. For seamless human-robot collaboration, we be-
lieve that it is essential not to restrict human behaviors and, hence, consider
humans as uncontrollable agents [7]. Our focus is on developing a planning
framework that generates collaborative behaviors for an autonomous robot while
anticipating the possible human behaviors and being congruent to humans’
choices. Frameworks that support such requirements, in general, include HAT-
P/EHDA [6], ADACORL [16] and CommPlan [17], to cite but a few.

Restricted observability available in the environment often leads agents to
form false beliefs about the progress of the task and other agents’ beliefs. For



instance, an agent may rely on “only believing what they see or can infer” to
update or form new beliefs. For the robot to anticipate such situations while
planning its behavior to collaborate, it should consider Theory of Mind (ToM)
to maintain and manage agents’ distinct beliefs.

Our recently proposed planner extends the HATP/EHDA framework and
considers the first-order ToM, that is, managing (false) beliefs about the physi-
cal world [10]. Roughly, its main idea works as follows: First, the existing problem
encoding is enhanced. To be specific, we categorize each environmental property
as either observable — meaning its real value can be assessed directly from the
environment — or indirectly inferable. In the latter case, the changes in the prop-
erty’s status persist in the environment when an action is executed, but cannot
be observed directly. However, an agent can assess this knowledge either as an
observer or as an actor, or when they are communicated. Second, to consider
restricted observability, we introduce the concept of co-presence and co-location.
We formulate the environment such that a collection of discrete places where
action manipulation can take place, permitting the enhanced encoding to enable
precise action executions, or an agent assessing the value of an environmental
property when they are physically situated within a specified place.

The encoding is used in HATP/EHDA as input, modifying the planner to
use improved knowledge modeling to handle better the evolution of agents’ first-
order (false) beliefs and estimate the actions humans are likely to perform. (Due
to space restrictions, we will provide only a high-level description of it.)

However, some limitations to the above line of work are: First, the context
under which the reasoning works is limited. For example, associating an observ-
able state property directly to a discrete place in the environment is not always
intuitive and straightforward and enables sound reasoning. To understand this,
consider the following scenario: A robot holding a coffee mug can be assessed
from where the robot is currently situated. Moreover, if the robot moves from
one place to another, then the condition under which the robot holding the coffee
mug can be assessed, also changes implicitly. Or, if a table is moved, then the
condition to assess the orientation of blocks on top of it would change implicitly,
too. Second, the system’s ability to refute a false belief is limited.

In this regard, our contributions to this paper are the following.

1. We first extend and generalize the concepts introduced earlier for observing
the value of an environmental property. We provide a new encoding that is
much cleaner and intuitive and achieves a sound resolution and refutation.

2. Second, the planning algorithm is improved by incorporating the new encod-
ing for better managing the evolution of agents’ predictable (false) beliefs.
To show the efficacy of our planning approach and present our preliminary
findings and proof of concept, we conduct a use case analysis.

2 The Illustrative Example

Consider an adapted version of the scenario appearing in [10]. The scenario
includes a pot of water on the stove, while the pasta packet is in the adja-



cent room. One sub-task is to pour the pasta into the pot, which can only be
done after turning on the stove (results in holding Stove0On) and adding salt to
the water (results in SaltIn). Suppose, the robot is responsible for turning on
the stove (turn-stove-on), while the human is tasked with fetching the pasta
(grab-pasta, however, for that, they need to move to the other room where
the pasta packet is kept) and pouring it into the pot (pour-pasta). Both the
robot and the human have the capability to add salt (add-salt) to the pot.
Humans can be uncontrollable but assumed to be rational, so they can choose
to either first add salt, or first fetch the pasta. Next, the robot’s actions depend
on the human’s decision, resulting in the generation of different false beliefs.
Such variability in beliefs observed can be precisely attributed to the restricted
observability and available human choices within the system.

Suppose, when the human is temporarily absent to bring pasta, the robot can
act in kitchen. When they return, they can “assess” whether the robot turned
on the stove, which is observable. However, the presence of salt (SaltIn) is not
directly observable to her. To prevent misunderstandings, a proactive robot needs
to anticipate false beliefs held by humans. Here, humans may mistakenly believe
that salt is not added to the pasta or be uncertain about it.

3 The Basic Architecture and Recent Advancements

We provide a brief overview of the HATP/EHDA (human-aware task planning by
emulating human decisions and actions) architecture [6], building upon previous
research, e.g. [1,2,8,5]. We also discuss recent advancements that have been
made based on its planning framework. (For a better understanding of the basic
terminologies, definitions, and planning models, we refer readers to [11].)

The HATP/EHDA architecture considers: (1.) distinct capabilities and char-
acteristics of humans and robots, (2.) utilization of human task and/or action
models by the robot to inform decision-making, considering human capabilities
and environmental dynamics, and (3.) flexibility for humans to choose an action
from the available choices, which is congruent to the shared goal.

The HATP/EHDA planning scheme utilizes a two-agent model consisting
of a human and a robot, represented as two-agent-HTN (hierarchical task net-
works) [11], adapted as per the requirements. Roughly speaking, each agent has
their own initial belief state, action model & methods, and task network. Our
focus is on a sequential task to be solved, where both agents have a shared ini-
tial task network that needs to be decomposed. Considering perfectly aligned
agents’ beliefs with the real world to begin with, the classical scheme assumes
that the belief state of an agent consists of properties that are either ¢rue or
false. Assuming the environment is fully observable, the planning scheme uses
agents’ task/action models and beliefs to decompose their task network into
valid primitive components, resulting in an implicitly coordinated plan for the
robot within a joint solution policy [6]. This policy encompasses both the robot’s
actions and an estimated policy for the human. For more details, see [10].



A new formalism is proposed to enhance the planning scheme’s robustness for
estimating human initiatives when dealing with restricted observability. It con-
siders the first-order Theory of Mind for managing agents’ (false) belief updates,
resulting in improved management of their mental state and enhanced collabora-
tion [9]. As we pointed earlier, this scheme addresses the need for a less abstract
problem formulation, and conceptualizes place-based situation-assessment mod-
els, and hence capturing collaboration nuances more accurately.

An offline planning approach is proposed to detect predictable false beliefs of
humans and address them through explicit communication actions if mandatory
w.r.t. the goal. It promotes more accurate understanding and alignment between
the robot and humans, allowing for minimal communication. Another way, as
mentioned in [10], is to delay critical actions, enabling humans to reach a state
s.t. the robot’s actions become perceivable.

4 Improved Problem Encoding

We consider two types of agents. First is GT, which stands for ground truth,
an omnipresent (virtual) agent that cannot achieve any task, however, it imme-
diately knows all the effects when an action is applied. The second type refers
to real agents, e.g., a robot. Real agents can have false beliefs, which means
their beliefs about the world may diverge from the G7T’s beliefs. Moreover, no
real-world uncertainty is considered w.r.t. agents’ beliefs.

An environmental property is Boolean type, and is augmented by an argu-
ment, ?a - agent (e.g., Human/Robot), which is also its first argument. It rep-
resents that the agent believes that this property holds true given it is contained
in the agent’s beliefs. In this work, we restrict ourselves to those properties that
are directly observable in the environment, while relying on the existing concepts
with some minor updates required, for managing beliefs w.r.t. the facts that are
indirectly inferable. To manage appropriate dynamics of the world, we augment
the parameter list of relevant state properties which are observable with an ar-
gument ?p - Places (at the end of its parameter list). However, for those that
are observable but associating them directly to a place is not intuitive to the
domain modeler, e.g., StoveOn is a property of a stove and can be assessed from
where it is currently situated, we use a different strategy to cater to them.

With a lifted (primitive) action schema, we specify how it is only modeled
to affect the beliefs of the GT agent, in principle, focusing on observable state
properties.

raction turn-stove-on (7a - agent ?st - stove 7k - kitchen)

:precondition (and (mot(= GT 7a))(at 7a ?7a 7k)(stoveAt ?7a ?st ?k) ...)
:effect (and (stoveOn GT 7st) ...)

Real agents assess available information systematically from the environment,
and for that, we include the following in our problem specification:

Language & Interpretation: Informally, to assess the value of a property, an
agent needs to respect certain condition(s). Of course, a condition could be that



the agent is co-located, as supported by the existing system. However, inspired by
the work in [4], we generalize this idea and specify rules for knowledge reasoning
to capture more complex contexts. For one observable property (representing the
consequent), conditions for assessing its value are “formulated” in the antecedent
of a knowledge rule. Formally, a rule is of the form p(a1,,y),q(z) — s(y,b1),
which also means that VaVy(p(a1, z,y),q(z) = s(y,b1)), where z and y are free
variables, and p, ¢ and s are names. a; and by, are constants.

For example, when an agent is situated at the stove’s location, it
will acknowledge the current status of StoveOn. A corresponding rule to
it is, R1: VsVkVa(stoveAt(a,s, k), stoveon(GT), s), at(a,a, k) — stoveon(a,s).
Note that the GT’s beliefs play a key role here. Similarly, we can write
other important rules for our example domain: R2: Va;Vk(at(GT,a1,k) —
at(ay,a1,k)), R3: Va1VasVk(at(GT, a1, k), at(az, az, k) — at(az,a1,k)), and R4:
VaVs(—stoveat(GT, s, kitchen), at(a, a, kitchen) — —stoveat(a, s, kitchen)). It
treats the stove as a mobile object, which alters the context to also evaluate
the status of StoveOn along with determining its current location.

Page restrictions allow us to offer a concise overview only, reserving detailed
semantics for future research. In rules, it is important to note that the impli-
cations must not be contraposed. Anything that cannot be evaluated as true
is considered false for agents. Our focus on stratified rule sets avoids potential
issues related to unsafe negation usage and ambiguity in interpretation [3, 14].

5 Incorporating New Encoding for Planning

We adapt our planning mechanism presented in [10], to assess new encoding’s
effectiveness. It assumes that the robot’s beliefs never deviate from GT’s beliefs,
and hence essentially two distinct belief states are handled by the scheme.

Two questions arise at this point: First, how does the state transition occur
during planning and how are the agents’ (false) beliefs updated? Second, how
are the relevant false beliefs detected and addressed? We rely on the existing
mechanism to address the second question and how beliefs are updated when
agents do indirect inference. Our main focus will be to address how the new
observability model is incorporated into the planning workflow.

Once an action is executed, such as the human moving to the kitchen, the
process of situation assessment is initiated to evaluate the environment from
the perspectives of individual agents. Here, our approach diverges from current
methods. Instead of directly matching the co-location of agents with state prop-
erties and assessing the latter’s values, we invoke an external reasoner to deduce
such knowledge. Using the agent’s beliefs, the reasoner verifies the formula that
captures the context specified (in the rules) to deduce new knowledge or to re-
fute a fact that humans believe but is no longer true in the robot’s beliefs. This
departure from the existing encoding allows us to remove the hardcoded context
within an action. For instance, if the human moves from one room to another,
carrying the pasta packet that was initially in the room, the new location for
assessing the packet switches to the kitchen. Moreover, we needed to hardcode



it within each action that updates the place of an agent in the environment.
However, with the new encoding, if the robot sees the human in the kitchen,
then given the domain rules, it can assess whether the human is holding the
pasta packet, by their presence in the kitchen.
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