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Abstract—5G is a new key technology for future communi-
cation networks. It aims at providing a broad range of new
services and capabilities for users as well as facilitating its
management for network operators (NetOps). Whereas networks
still have monolithic architectures, 5G design takes advantage
of softwarization and virtualization of its functionalities, for
this purpose. However, 5G is also raising a lot of critics,
especially related to its energy consumption. This paper then
deals with assessing the energetic cost of the future softwarized
5G facilities. To this aim, an experimental platform has been set-
up taking advantage of the software 5G OpenAirlnterface (OAI)
implementation. This paper shows the complexity of designing
energy consumption measurement tools. It then exhibits the level
of energy consumption of the main 5G components, pointing out
the ones that need to be optimized.

Index Terms—S5G, energy consumption, OpenAirInterface, en-
ergy measurement

I. INTRODUCTION

5G is aimed at providing extended communication ca-
pacities as well as differentiated and guaranteed services
thanks to slicing mechanisms. But 5G also has to provide
more operational flexibility for the deployment of new users’
services, or for facilitating network management by network
operators (NetOps). This flexibility is made possible thanks
to the network softwarization concept, i.e. using exclusively
software components, easily deployable and remotely manage-
able, without any action on the installed hardware for adding
new services or changing the network configuration. 5G takes
advantage of the recent trend for softwarizing networks, led
by the SDN (Software Defined Network) paradigm, and by
the virtualization of their functions (NFV: Network Function
Virtualization). Software defined Radio (SDR) techniques are
then part of the premiere technologies selected for developing
the new services and functionalities to be provided by 5G,
and notably OpenAirInterface (OAI), an open-source software
platform for 4G and 5G networks. This platform development
is still ongoing, but it nowadays provides the most advanced
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and successful software platform for developing and experi-
menting 5G services. Its frequent upgrades moreover represent
a sustainability warranty for engineers and researchers that
work on the design and development of new high speed
cellular communication networks, as 5G.

Having being long involved on 5G research and experimen-
tation, LAAS-CNRS has installed since 2020 an experimental
5G platform based on OAI [1]. Based on two years of
experimentations, it appears that the performances of software
implementations of 5G modules are limited, despite the use of
very powerful USRP and computing servers. Their computing
load is always very high. Indeed, with such a full software
approach, 5G infers a huge number of operations to be
computed by software, whereas they were computed on a ded-
icated hardware device in previous cellular technologies. This
induces an energy consumption level on the computing servers
that seems to follow the same evolution as the computing load.

The work presented in this paper then deals with a first
attempt for assessing the energy consumption of a software-
based implementation of 5G, as it should be for future deploy-
ments of 5G facilities by NetOps. The ultimate goal would
be to measure the consumption of any single component of
the new 5G softwarized architecture, including mandatorily
remaining hardware components, notably present on SDR
devices. To this end, the work deals with measuring and
assessing on our 5G OAI experimental platform the actual
energy consumption by both software and hardware com-
ponents at the different steps of communications. It is then
expected to isolate components with high energy consumption
costs. The experimental 5G platform consists of USRP devices
for implementing SDR functionalities, and computing servers
running OAI software modules. Software modules have been
installed, debugged and configured during the two last years
for providing nowadays a running 5G platform. The develop-
ment of OAI is indeed not complete, and many modules are
still at a beta version development level, and bugs and stability
problems still need to be fixed. The experimental platform
has also been instrumented with equipment for measuring the
electrical energy consumption, both by using physical power
meters as well as software tools that take advantage of some



electrical power information collected by processors.

The remainder of the paper is as follows: section II details
the experimental OAI platform and energy consumption mea-
surement tools and devices. Section III presents and discusses
the results of the obtained measurement with the different
experimental scenarios tested. Section IV then presents some
related works. Finally, section V concludes the paper by sum-
marizing the results and discussing their quality and certainty,
and finishes by presenting future works.

II. DESIGN OF THE 5G EXPERIMENTAL PLATFORM

A. The OAI 5G network deployment

As previously said, LAAS-CNRS has installed since 2020
a 5G OAI experimental platform for testing and validating
its researches in the area of future networks. This section
gives a short description of this platform. Interested readers
can refer to a complete description on [1]. The selection of
the equipment for this platform is directly driven by the OAI
Software Alliance [2] that develops the OAI 5G version we
are using.

The platform currently deployed allows researchers to em-
ulate one gNB (base station) and one UE (User Equipment).
It consists of the following equipment (as depicted on 1):

e gNB and CN (Core Network) are installed on a first set
consisting of a server and an USRP:

— The server is a Dell Precision Rack 7920 with two
Intel Xeon Gold 6240 processors (18-cores, 2.6-3.9
GHz Turbo, 24.75 MBytes of cache), 64 GBytes of
RAM (2933 MHz DDR4 ECC)

— The USRP is an Ettus X310 connected to the server
thanks to a 10Gbit/s Ethernet link. The USRP X310
integrates a KINTEX7-410T FPGA and a UBX-160
extension board (10 MHz - 6 GHz, bandwidth of 160
MHz)

— The USRP is connected to two wide band log-
periodic antennas LP0965 (850 MHz — 6.5 GHz)

e The User Equipment (UE) is installed on a second set
consisting of a server and an USRP (UE-SDR):

— The server is a Dell Precision Rack 7920 with two
Intel Xeon Gold 6240 processors (18-cores, 2.6-3.9
GHz Turbo, 24.75 MBytes of cache), 64 GBytes of
RAM (2933 MHz DDR4 ECC)

— The USRP is an Ettus X310 connected to the server
thanks to a 10Gbit/s Ethernet link. The USRP X310
integrates a KINTEX7-410T FPGA and a UBX-160
extension board (10 MHz - 6 GHz, bandwidth of 160
MHz)

— The USRP is connected to two wide band log-
periodic antennas LP0965 (850 MHz — 6.5 GHz)
The operating system running on the servers has the fol-
lowing features:

o Ubuntu 20.04 LTS
o Lowlatency kernel

Log-periodic
antennas

Fig. 1. The LAAS-CNRS 5G experimental platform

o C-states and P-states disabled (except CO and C1 which
allow the cores to run at full speed but also to be able to
stop in case of interruption

o CPU hyperthreading disabled

o Each core configured as Governor Performance

o Cores are manually specialized according to the tasks
they execute. It requires to install the i7z package for
returning detailed information about the operation states.

The software part takes advantage of the OpenAirlnterface
5G facilities in the 4.0.0.0 version:

o Core: https://gitlab.eurecom.fr/oai/cn5g/oai-cnSg-fed.git
o RAN: https://gitlab.eurecom.fr/oai/openairinterfaceSg.git

First quality of experience and performance results on this
platform are presented in [1]. The first results and feedbacks
with this platform in terms of pros and cons are summarized
as follows:

1) Cons:

o At this time, the platform is unstable. Many experimental
scenarios crash at least for some periods (as it will be ex-
hibited by some experiments described in the evaluation
section). It is then difficult to get a constant behavior of
the platform for durations of several minutes.

e The communication performances are around 20 MBit/s
downlink and 4 MBit/s uplink. The configuration has
certainly to be optimized, but such limited performances
might also question about the software nature of the
platform in face of the servers and USRP computing
capacities.

2) Pros:

o The OAI Software Alliance is very active, and software
upgrades are regularly available. They contain new func-
tionalities and correct the bugs that users signaled.

o The platform works similarly with 5G smartphones of the
market as with SDR UE.

o It is possible to consider many possible platform con-
figurations and experimental scenarios as the platform is
fully open.



B. Energy measurement facilities selection and evaluation

Our objective being to measure the energy consumption of
any function, process or container of the OAI architecture,
we then looked at software tools devoted to this task. These
tools read the information about energy consumption from
processors. Our servers are equipped with Intel processors
providing the RAPL interface (Running Average Power Limit)
[3] [4] [5] for that prurpose. RAPL provides estimates on
energy consumption for:

o The full computer
o The cores of the processors
o The DRAM (in server processors)

There are several tools using the RAPL Intel interface for
providing users with energy consumption estimates. Scaphan-
dre [6] is one of them. We selected it among the others just
because it is free, and we liked its interface and easiness for
recovering the energy consumption data. In addition, it has
been evaluated and exhibited very good accuracy in power
consumption measurement [7]. We then run some experiments
on the OAI 5G platform to confirm the Scaphandre accuracy.
For that, we use a physical Fluke Norma 4000 power meter
[8] as the ground truth. The Norma 4000 is installed directly
on the electrical socket on the wall and is able to measure
the energy consumption of the equipment that is plugged on
this electrical socket. As an industrial measurement device,
the Norma 4000 power meter is certified, i.e. its accuracy is
guaranteed, with a known maximum error margin. The error
margin being very low with the Norma 4000 (1 microwatt
max), it is then used as a ground truth in the following.

The scenario used is very basic. It just consists in making
the UE send constant UDP traffic to the gNB at a rate of
5 Mbps (using IPerf). The energy consumption of the gNB
process measured by Scaphandre is 500 W. The Norma 4000
at the same time indicates that the full server running the gNB
and the CN consumes 280W. The Scaphandre estimation is
then completely unrealistic, and confirmed by all measurement
led on several scenarios.

This completely unexpected result led us to look for what
reason Scaphandre does not provide the same accuracy in its
power consumption measurements on our OAI 5G platform
as the one reported in related literature. It then appeared
that Scaphandre, and more generally all RAPL-based power
consumption measurement tools, take advantage of the tem-
poral behavior of the Linux operating system scheduler. But
on our OAI 5G platform, the classical asynchronous Linux
scheduler is not the one running. Our OAI 5G platform runs
the Lowlatency kernel and its real-time scheduler. This real-
time scheduler obviously does not report the same temporal
behavior as the classical asynchronous one. To the best of our
researches, it currently does not exist any RAPL-based power
consumption measurement tool that can take advantage of the
Lowlatency Linux kernel.

This result limits the scope of energy consumption measure-
ments that can be achieved. It is actually impossible to assess
the energy consumption of the software components of the

TABLE I
USRP ENERGY CONSUMPTION

Description Power consumption
USRP without gNB process 25.62 W
USRP with gNB without traffic 37.15 W (+45%)
USRP with 2 Mbps DL traffic 3725 W
USRP with 20 Mbps DL traffic 37.59 W

TABLE I
SERVER ENERGY CONSUMPTION

Description
Server without gNB process
Server with gNB without traffic
Server peak at traffic generation start

Power consumption
27472 W
282.83 W (+2.95%)
289.13 W (+2.23%)

5G architecture. Given that the only trustable equipment for
measuring energy consumption is the physical power meter, it
is only possible to get some global measurements of the full
servers and USRP. Given the architecture of the 5G platform,
it remains possible to evaluate the energy consumption due
to 5G softwarization on one hand, and to SDR on the other,
and this from both the user and network sides. The following
section then presents energy consumption assessments on this
basis.

III. EXPERIMENTS AND MEASUREMENTS

All measurements presented in this section have been per-
formed using the physical power meter, and then correspond to
the full energy consumption of the servers or the USRP. IPerf
is used for traffic generation. Generated traffic is a constant
bit rate UDP flow with an average throughput that regularly
increases for testing SG from low to higher loads. Experiments
have also been done with TCP traffic but are not reported as the
conclusions are similar to the ones with UDP. All experiments
have been run 100 times. They all exhibit similar results,
except for crashes that appear on an irregular basis.

Tables I and II respectively exhibit power consumption for
the USRP and servers in the following cases:

o whithout the gNB process running

o with the gNB running

o with the gNB running and traffic transmission

These first results show, as expected, that the server has,
by nature, a higher consumption than the USRP. This is due
to the versatile nature of a server that is made of many
more diverse components than an USRP whose diversity in
possible computings is reduced by nature. Results also show
that the gNB process has a significant impact on the USRP
with an increase of the power consumption of 45%, whereas
it has almost no impact on the server power consumption
(+2.95%). On an other side, traffic transmissions only seem
to have a limited impact on both the USRP and server power
consumption:

e +0.10 W for 2 Mbit/s and +0.34W for 20 Mbit/s com-

pared to the power consumption for 2 Mbit/s on the USRP
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Fig. 2. Power consumption of the gNB server when generating downlink traffic from 1 to 20 Mbit/s (1-2-3-4-5-6-7-8-9-10-15-20)

e +6.30 W ie. +2.23% whatever the throughput of the
transmission is, but this increase is only formed by a
peak at the beginning of the transmission)

Actually, it appears on Figures 2 and 3 that the server
power consumption is not constant during the full transmission
duration: the power consumption has a peak at the beginning
of the transmission and becomes flat right after. The power
consumption then does not increase for the duration of the traf-
fic transmission. The peak however indicates that a virtualized
function is called at the beginning of the transmission, and that
this function has certainly to be optimized. The function still
needs to be identified. This will be done when the platform will
be fully instrumented for measuring the power consumption
of any software component.

Figures 2 and 3 respectively depict the continuous power
consumption of the gNB server when handling downlink and
uplink traffic from 1 to 20 and 1 to 30 mbit/s. Traffic is
transmitted as short and constant duration bursts. Throughput
of bursts on Figure 2 are 1-2-3-4-5-6-7-8-9-10-15-20 Mbit/s.
Throughput of bursts on Figure 3 are 5-10-15-20-25-30 Mbit/s.
The beginnings of the bursts are indicated by black triangles
on the two figures.

Figure 4 shows the same power consumption curve for
the USRP for downlink transmission. The figure shows the
power consumption for traffic bursts of 1-2-3-4-5-6-7-8-9-10-
15-20-25-30 Mbit/s. At the opposite of servers, the power
consumption is high for the full duration of the burst, and this
power consumption increases with the traffic increase . This
represents an unexpected results, as we were initially prone

Note the stability issues of the platform already indicated. In the middle
of the curve, the platform collapsed and no traffic transmission was possible,

to put the responsibility of most energy consumption to the
server. Based on these preliminary results taking advantage
of point to point communications between one UE and one
gNB, it appears that the USRP experience significant power
consumption increases when the gNB is running and when it is
forwarding traffic. In addition, the USRP power consumption
increases with the traffic throughput. This questions on the
ability of USRP SDR of supporting thousands of connections
from thousands of users. On the other side, the server shows
only very limited impact when the gNB is running and
forwarding traffic. Whatever the throughput of the traffic, the
server consumption is stable, at the exception of a very short
duration peak at the beginning of any transmission.

IV. RELATED WORKS

The recent awareness of the negative impact of digital world
on pollution and global warming raised a significant new
effort toward greening the information and communication
technologies (ICT). Any new ICT is then highly examined
from this new point of view. This is the case of 5G that
became a casus belli between pro and anti 5G. They all
provide figures about the power consumption of a gNB and
of all the gNB that need to be deployed on Earth for a full
coverage. They however rely on the existing gNB deployed, i.e
monolithic ones, and then do not consider the new softwarized
gNB architectures. On the other end of the communication,
papers presenting power consumption measurements of 5G
smartphones exist (smartphone are far more accessible than
gNB). This is the case for instance in [9]. To the best of our
knowledge, the work for assessing 5G softwarized gNB is still
to be done.
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Fig. 3. Power consumption of the gNB server when generating uplink traffic from 1 to 30 Mbit/s (5-10-15-20-25-30)

Previously, the problem of assessing power consumption has
been addressed for instance for high performance computing
(HPC) or cloud platforms [10] and their virtual machines
[11] [12] or containers [13] [14]. For this purpose, many
software power meters have been designed as PowerAPI [15],
Likwid [16], PAPI [17], PowerMon [18], Powerlnsight [19],
etc. Some of these software power meters have been evaluated
and compared as in [20] [21] [22]. However, none of these
tools is able to take advantage of the Lowlatency Linux kernel
and its real-time scheduler. This opens a new research field to
fill this gap.

V. CONCLUSION

Nowadays, a huge effort is made worldwide for designing
and deploying 5G as the new standard for cellular commu-
nications, with ongoing projects of extension for IoT, non-
terrestrial coverage, etc. SG is nevertheless blamed when
considering sustainable development, as 5G opponents are
pointing increased energy consumption of 5G compared to
4G. The reason is a supposed increase of the number of 5G
gNB for a full terrestrial coverage. However, based on our
experience with our experimental 5G platform, its new soft-
warized architecture implies a heavy computing load, certainly
responsible of significant electrical power consumption. This
is the evaluation of this second aspect of power consumption
that this paper aimed to address.

The first conclusion of this work deals with the limits
of power meters. Values returned by software power meters
taking advantage of the RAPL function of Intel Processors
(as Scaphandre or Intel PCM) have been shown as completely
unrealistic when running with a Lowlatency operating system.
This completely changed the objectives of this paper that

aimed at measuring the energy consumption of any single
component of the new softwarized architecture of 5G net-
works. Given the lacks of the software power meters, it is
then only possible to assess the consumption of full servers or
USRP thanks to physical power meters that measure the energy
consumption at the level of electrical sockets. The granularity
of measurements presented in the paper has then been coarser
than initially expected.

Obtained results are nevertheless somewhat interesting and
unexpected. The energy consumption of the servers running
the software components of 5G is basically high but does not
significantly increase when the traffic load is getting higher.
Concerning the USRP implementing 5G SDR, the energy
consumption is impacted when the traffic increases. This may
show that the 5G SDR implementation is not scalable, what
was unexpected as it mostly uses hardware components.

These results nevertheless need to be detailed with finer
measurements. Developing solutions for measuring power
consumption at the level of software components is then
a key objective of future works. Two different approaches
are currently under consideration. The first one deals with
taking advantage of the IDRAC management board of DELL
servers. It provides functions giving access to some energy
consumption estimates. Despite this solution can only work
on DELL server as IDRAC control boards are DELL specific,
it will be assessed to check whether the returned values are
realistic, expecting that it can at least provide an efficient
quick solution for our own LAAS-CNRS 5G experimental
platform. The second approach deals with adapting the RAPL-
based power consumption estimation mechanism to real-time
schedulers.
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