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Adaptive sampling methodologies to guide the design of reactive
materials towards user defined region of interest
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aLAAS-CNRS, University of Toulouse, 31077 Toulouse, France

Abstract

The discovery and optimization of materials still remains a significant challenge when dealing with a very large
feature space, limited data, and, if the experiments and/or calculations are expensive to perform. This paper presents
intelligent sampling methods designed to guide experiments or computations towards user-defined specific regions,
termed "regions of interest," within vast and complex feature spaces. The focus of this work is to compare several
adaptive sampling methodologies to identify 50 optimized Al/CuO thermite materials that meet user specifications,
while minimizing the number of samples to reduce experimental costs. We considered Bayesian optimization and
active learning techniques, both driven by specific learning schemes, to guide the sampling task. Particularly, we
introduced two variations of the original ParEGO algorithm and evaluated their effectiveness in sampling optimized
materials within the whole feature space against active learning methods. This work showed that, using a limited
initial dataset of 100 points, the active learning approach is more effective to navigate in a vast design space as it
leverages uncertainties and predictions from a surrogate model, combined with an acquisition function that prioritizes
decision-making on unexplored data.
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1. INTRODUCTION

Over the past 20 years, metal-based reactive materials have provided hope to power future generations of miniature
autonomous systems and nanosatellites, and to provide high-energy actuations (thermal and mechanical) within a
reduced volume (cm−3). They are energy-dense, benign, harmless to the environment yet feature extremely high com-
bustion temperatures, thus providing actuations in all environments, i.e. even in deep-sea or in harsh-environment.
They can therefore be employed for enabling safe, instantaneous shutdown of high-voltage electric currents, in an-
titamper devices, for maneuvers in-space or for welding repairs underground in geothermal or in disaster-stricken
areas which is not possible with any other traditional CHNO energetic materials. Ones of the most interesting class
of metal-based reactive material are thermites, also named metastable interstitial composites, composed of metallic
particles (mostly Al) mixed with metal oxide particles [1–8]. They stay inert and stable until subjected to a sufficiently
strong thermal stimulus, after which they undergo fast burning with release of high amount of chemical energy (up
to 16 kJ.cm−3). Their burn rate and pressurization rate can be tuned in the ranges of 10−1 – 104 m.s−1 and 1 – 400
MPa.µs−1, respectively, by adjusting the metal and oxide particle size, the metal purity, the powder density and the
stoichiometry [2, 9–14]. Al is the fuel of choice due to the combination of its high energy density, reactivity, nontoxic
nature, availability and low cost, but other fuels like B [15], Si [16], Mg [17], Zr [18, 19], Ti [20] are being explored
in combination with Al for their high combustion energy or propensity to alloy exothermically with Al [21]. Copper
oxide (CuO) molybdenum oxide (MoO3), tungsten oxide (WO3), iodine oxide (I2O5), bismuth oxide (Bi2O3) and iron
oxide (Fe2O3) [4, 22–24] are the many commonly used oxidizers. The size of the metal fuel and oxidizer particles
can also be varied typically from 0.1 to 10 µm.

The effective deployment of such promising energy-dense materials faces a significant hurdle arising from both the
enormous material design space and lack of reliable design guidelines to experimental groups and engineers. Not only
the nature of reactants (metal and oxidizer) but also the size of particles, the purity of the metallic fuel, the powder
density, stoichiometric conditions do influence the bulk properties and thus the energetic performance.

Presently, to design a thermite for a particular application, one typically starts with an educated guess of the metal
and metallic oxidizer composition, based on preliminary studies indicating that this materials choice could perform
well. If the initial material composition shows promising results, materials are then synthesized varying the process
parameters, or powder size and compaction, to improve performances further. But other groups may have different
ideas and hence explore other parts of the design space. This approach is both imprecise and inefficient. A standard
combustion test is a single-shot experiment that demands substantial material quantities (usually tens of milligrams)
and require robust and costly safety measures.

In that context, the development of intelligent sequential experimental design capable of swiftly identifying optimal
thermites i.e. which meet user-specifications, within limited experimental budgets is imperative. Numerous Bayezian
optimization techniques [25, 26] has emerged as promising approaches for extracting trends and patterns from large
design spaces and handling multiple objectives. However, traditional Bayezian optimization aims at maximizing or
minimizing a given objective function fob j with as few function evaluations as possible. Designing an optimal thermite
for a given application requires exploring and identifying points within a user-defined region of the design space
(referred to as the region of interest) in as few steps as possible. This is distinct from multi-objective optimization
problems, as in this case, we focus on efficiently exploring a specified interval of the fob j, denoted as K. Active
learning technique [27–32] is an alternative intelligent sampling strategy to guide the exploration towards specified
interval of the fob j. It focuses on improving a predictive model, typically a Gaussian Process Regression (GPR), by
selectively choosing the most informative data points for evaluation.

Both Bayesian optimization and active learning methodologies have seen an exponential growth in popularity in
the past decades. Similarities and differences between the vast families of adaptive sampling, active learning, and
Bayesian optimization were reported in [33]. In this study, the recently developed adaptive machine learning workflow
[34] is compared with a modified ParEGO scheme to demonstrate the efficacy of Bayesian methods in rationally
guiding physics-based computations in search of optimal thermites with desired functional properties.
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2. METHODOLOGY

2.1. Active learning approach : GPR with a Custom Acquisition Function
Firstly a simple GPR is trained to predict both the value and the uncertainty of pressure, temperature at any point
within the design space. Subsequently, an acquisition function tailored to guide the sampling towards a region K
avoids unnecessary evaluations in other non interesting areas of the design space. Let n be the number of inputs and
m the number of outputs (in this paper, n ∈ [1,3]] and m = 2). We consider values returned by the GPR : Rn 7→ Rm, to
evaluate quality of sampled points based on their variance and an "interest" score. Interest means that the point falls
within K region of the objective function. An interest function is therefore defined as I : x 7→ P(GPR(x) ∈ K). This
methodology is referred to as irbs for Interest Region Bayesian Sampling.
It has to be noted that, I directs sampling towards interesting regions, which may result in exploitation without suf-
ficient exploration: sampled points may be too close to each other, providing limited information about the behavior
of fob j in K. With the goal to sample new points far enough from already chosen points, we added an additional
terms designed to encourage exploration. The choice of a new point x is done according to its variance, V(GP(x)), its
interest, I(x) and this additional term, C(x), defined as follows :

Cs,d,A(u) = 1− 1
1+ exp(A− sΓd(u))

Γd(u) = ∑
x∈Xk

exp(−d∥u− x∥2)

Here, x ∈ Xk represents the points that have already been explored, and the parameters d, s, and A are defined in [34].
Based on numerical experiments, these parameters are set to A = 5, s = 1, and d = 0.04. The function C is designed
to penalize points that are close to those already sampled, and this approach is referred to as irbs_C.
The algorithm for irbs_C is given below. The algorithm for irbs is identical, except that lines 9 is omitted, and the
last term in line 10 (C(x)) used to compute Acq(x) is removed.

Algorithm 1 irbs_C: Interest Region Bayesian Sampling + Coverage
Require: Ninit , Niter, θ

1: Initialize Xinit using Latin Hypercube Sampling
2: Initialize DNinit = (Xinit ,yinit)
3: for n = Ninit to Ninit +Niter −1 do
4: Train GP model G P on Dn
5: Initialize an empty list Acq_values = []
6: for x ∈ Dn[0] do ▷ Get feature values of each sample
7: Compute V (x) = V(GP(x))
8: Compute I(x) = P(GP(x) ∈ K)
9: Compute C(x) = 1− 1

1+exp(A−sΓd(x))
10: Compute Acq(x) =V (x)+ I(x)+C(x)
11: Append −Acq(x) to Acq_values ▷ "-" because SHGO minimizes the function
12: end for
13: Optimize Acq_opti = shgo(Dn[0],Acq_values)
14: Compute xn+1 = argmaxx Acq_opti(x)
15: Evaluate yn+1 = fob j(xn+1)
16: Update dataset Dn+1 = Dn ∪ (xn+1,yn+1)
17: end for
18: return DNinit+Niter

Niters is the number of iteration. Dn is the dataset containing n points evaluated by fob j.
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2.2. Bayesian approach : ParEGO with a Custom Objective Function
The Efficient Global Optimization (EGO) algorithm was designed for optimizing expensive black-box functions.
EGO also uses a GPR to model the objective function and selects new points to evaluate by maximizing the expected
improvement (EI). The expected improvement balances exploration and exploitation by considering both the predicted
value and the uncertainty of the prediction [35]. ParEGO is an extension of EGO to multi-objective optimization.
Instead of optimizing a single objective, ParEGO converts multiple objectives into a single scalar objective using
a parameterized scalarizing weight vector. This scalarization step allows the GPR to handle multiple objectives by
creating a single aggregated objective function. At each iteration, a weight vector λ is drawn uniformly at random
from the set

Λ =

{
λ = (λ1,λ2, . . . ,λm) |

m

∑
j=1

λ j = 1∧∀ j,λ j =
l
s
, l ∈ {0, . . . ,s}

}
where m is the number of objectives (outputs). The parameter s is a hyper-parameter that controls the size of Λ.
A smaller, compared to the number of algorithm’s iteration, s increases the probability of obtaining extreme weight
vectors, while a larger s allows for more balanced weight vectors. We use s = 1000. The scalar objective function
fλ (x) is then computed using the augmented Tchebycheff function:

fλ (x) = max
i∈[[1,m]]

{λi fi(x)}+ρ

m

∑
i=1

λi fi(x)

where fi(x) are the individual objective functions, and ρ is a small positive value, the paper [36] suggest ρ = 0.05.
The term with ρ is added because the nonlinearity of the function allows points in nonconvex regions of the Pareto
front to become minimizers, leading to the discovery of nonsupported solutions. Meanwhile, the linear component
of the function ensures that solutions weakly dominated by Pareto optimal solutions are rewarded less, favoring true
Pareto optimal outcomes[36].

The next point to sample is therefore chosen by maximizing the expected improvement with respect to the scalar
objective function fλ using a genetic algorithm (GA). This involves initializing a temporary population of solution
vectors, some of which are mutants of previously evaluated points while others are generated randomly. The genetic
algorithm iteratively evaluates the expected improvement of these solutions using the Gaussian Process model, on
fλ , and applies selection, recombination, and mutation operations to form a new population. This process continues
until a predefined number of evaluations is reached, ultimately returning the solution that maximizes the expected
improvement after a large number of population’s generation [37].

2.2.1. Modification of the Scalar Objective Function

ParEGO uses a parameterized scalarizing weight vector to explore the search space by considering different objec-
tives to varying extents during each iteration. This approach typically maximizes the objectives using the function
maxi∈{1,...,m} {λi fi(x)}. However, since we are interested in exploring the region K, we need to transform the values
given by fi. We define functions, ∀i ∈ [[1,m]],gi : Rm → R, that maps x to a scalar value indicating the distance with
the region K = K1 ×·· ·×Km, as,

gi(x) = 1−dist( f (xi),Ki) · slope

slope is a parameter set at 10 for this study in order to accentuate the importance to fall into the region K. The
expression of g resembles a tent, which is reflected in the algorithm’s name. The hyper-parameters for this algorithm
include s and slope. Additionally, there are parameters inherited from the genetic algorithm [37], with the only one
referenced later being num_gen, which determines the number of generations to iterate and converge to an optimal
population of points with outputs falling with K. The method is named sGA_tent, where ’s’ stands for scalarization,
reflecting that our optimization problem doesn’t require a Pareto front. Below is the algorithm for this method.
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Algorithm 2 sGA_tent
Require: Ninit , Niter, θ

1: Initialize Xinit using Latin Hypercube Sampling
2: Initialize DNinit = (Xinit ,yinit)
3: for n = Ninit to Ninit +Niter −1 do
4: Choose a random λ ∈ Λ

5: Initialize an empty list yλ = []
6: for y ∈ Dn[1] do ▷ Get target values of each sample
7: Append maxi∈[[1,m]] {λigi(y)}+ρ ∑

m
i=1 λigi(y) to yλ

8: end for
9: Train GP model G P on (Dn[0],yλ )

10: Select a population of points, Xpop from Dn[0] with some mutants
11: for i=1 to num_gen do
12: Compute score = EI ◦G P(Xpop)
13: Reproductive selection on Xpop : Replacement, crossover, mutation according to score
14: end for
15: Compute xn+1 = argmaxx∈Xpop EI ◦G P(x)
16: Evaluate yn+1 = fob j(xn+1)
17: Update dataset Dn+1 = Dn ∪ (xn+1,yn+1)
18: end for
19: return DNinit+Niter

2.2.2. Replacing SHGO by a Genetic Algorithm

We also explored the replacement of the Simplicial Homology Global Optimization (SHGO) algorithm by a genetic
algorithm. This enables to focus solely on the interest function, I. The issues of point proximity are mitigated
because mutations and crossovers in the genetic algorithm facilitate continuous and natural exploration, rather than
just exploitation. So we replace fλ by the irbs scheme. This approach allows us to directly maximize the probability
of being in the region of interest without unnecessary complexities. The algorithm is given below :

Algorithm 3 GA_GP
Require: Ninit , Niter, θ

1: Initialize Xinit using Latin Hypercube Sampling
2: Initialize DNinit = (Xinit ,yinit)
3: for n = Ninit to Ninit +Niter −1 do
4: Train GP model G P on Dn
5: Initialize an empty list Itr_values = []
6: for x ∈ Dn[0] do ▷ Get feature values of each sample
7: Compute I(x) = P(GP(x) ∈ K)
8: Append I(x) to Itr_values
9: end for

10: Select a population of points, Xpop from Dn[0] with some mutants
11: for i=1 to num_gen do
12: Compute improvment_itr = EI ◦ I(Xpop)
13: Reproductive selection on Xpop : Replacement, crossover, mutation acc. improvment_itr
14: end for
15: Compute xn+1 = argmaxx∈Xpop EI ◦ I(x)
16: Evaluate yn+1 = fob j(xn+1)
17: Update dataset Dn+1 = Dn ∪ (xn+1,yn+1)
18: end for
19: return DNinit+Niter
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2.3. Computational details and Metrics
To optimize simulation time, we parallelized the algorithms for evaluating fob j, enabling us to obtain multiple new
input points at each iteration rather than just one. For this particular study, we consider a batch size of 8 points.

To compare the performance of the four previously presented methods (irbs, irbs_C, sGA_tent, and GA_GP), we
sampled points into the design space (feature space) until we obtained 50 points of interest (i.e., points within the
interest region K). We used three metrics to evaluate the performances of the methods: Efficiency, Coverage, and
Voronoi volume, with calculations performed at the end of each experiment i.e. after the 50 new interesting points
are sampled.

• Efficiency (in %) is defined as the ratio of points of interest (sampled within K) to the total number of sampled
points. A higher Efficiency indicates a more effective method.

• Coverage is calculated as ratio of the the total volume covered by hyper-spheres with a predefined radius (set
to 0.025), centered at each sampled point of interest, divided by the total number of points of interest (sampled
within K). We expressed it as a percentage of the total design space volume by dividing it by the volume of
a hyper-sphere corresponding to the dimensionality of the design space. A higher coverage indicates that the
sampled points of interest are more dispersed.

Calculating the volume of hyper-spheres in Rn, i.e. where hyper-sphere clusters exist, is not straightforward. For
clusters, consisting of one or two hyper-spheres which do not intersect the design space boundary limits, the volume
is computed analytically. Hyper-spheres that intersect the design space boundaries i.e. considering normalized data,
that corresponds to points sampled outside [0,1]n are ignored. For clusters with more than two intersecting hyper-
spheres, we use the octree technique. This involves creating a parallelised around the clusters and subdividing it into
smaller equal parts. We sum the volumes of the subdivisions that are entirely within the clusters and ignore those
outside. For subdivisions intersecting the clusters, we recursively subdivide them further. This process is repeated to
obtain a precise volume estimate with narrow boundaries.
In addition, for each algorithm, we compute the :

• Voronoi volume which is the volume of the region surrounding each sampled point. It offers more detailed
insights than coverage by revealing the distribution and extent of the areas controlled by each point. This
allows for a deeper understanding of the spatial arrangement and influence of the sampled points.

To calculate the Voronoi volume, we first construct the Voronoi diagram by partitioning the design space according to
the distance from each sampled point. For points whose Voronoi cells do not intersect the design space boundaries,
the volume is computed analytically based on the geometry of the convex polytope that forms the Voronoi cell. For
cells intersecting the boundaries, we exclude the portion of the cell that extends beyond the normalized space [0,1]n

from the volume calculation.

3. RESULTS

The proposed intelligent sampling strategies are analyzed and discussed through the discovery of Al/CuO thermite
reactive material for two applications: thermal plugging [38] and high-actuation such as pyro-fuzing [39, 40]. For
welding applications, the motivation is to design Al/CuO thermites that generate combustion temperatures and pres-
sures in the range 2000 - 4500 K and 1 - 2 MPa, respectively. These specified Temperature-Pressure values define
the region of interest 1 of the property space (referred to as R1) for the exploration. The second application requires
very high pressure and temperature, i.e., in the range of 40 - 56 MPa and 5800 - 7000 K, respectively. These specified
Temperature-Pressure values define the region of interest 2 of the property space (referred to as R2).

3.1. Feature and Property spaces of Al/CuO
A reactive thermite material composed of an Al/CuO mixture exhibits five key characteristics: radii of CuO and Al
particles, rCuO,rAl , the Al over CuO molar ratio, φ , Al purity, YAl , and compaction, αp. The range of input features
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values are given in Table 1 corresponding to technological constraints. The main properties are the combustion
pressure and temperature, which are expected to fall within [2× 105;1.5× 108] Pa and [600;7500] K, respectively.
The thermodynamic model used to predict these combustion properties is detailed in [41–44].
We will conduct two different sampling experiments: the first involves two unknown features (rAl and φ ) considering
that the size of oxidizer is not important as it releases its oxygen rapidly upon heating. In a second experiment, we
have added rCuO as unknown feature to validate the previous assumption. In this second experiment, the unknown
features are : rAl , φ and rCuO.

Table 1: Description of the feature and property space considered in this work with their range of variation

Feature Description Range
rAl Aluminum particle radius 0.1 - 10 µm
rCuO Copper oxide particle radius 0.1 - 10 µm
φ Aluminum richness 1 - 4
αp Powder density 0.2 - 0.5
YAl Al purity 0.5 - 0.9
Property Description Range
T max Combustion temperature 600 - 7500 K
Pf Combustion pressure 0.2 - 150 MPa

Each experiment starts with the same 100 initial points to train the GPR and stops after finding 50 new points of in-
terest. This stopping criterion simulates a real-world scenario where data acquisition must succeed within operational
limits. Furthermore, it facilitates the interpretation of the Coverage and Voronoi volume metrics, as the number of
points of interest is constant for all the methods.

3.2. Sampling in 2D Design Space
3.2.1. Identifying Al/CuO Thermite Materials with Properties Within the R1 Region

In this section, we are searching for Al/CuO materials, composed of Al and CuO particles, that generate combustion
temperatures and pressures (the targets) in the range of 2000 - 4500 K and 1 - 2 MPa, respectively. Two features are
variable, rAl and φ , as we consider that rAl = rCuO. The quality of Al powder is fixed by the supplier (Al purity is of
0.8) and the powder density (αp) is set at the maximum possible experimentally, 0.5.

We ran the four algorithms and plotted the spatial distribution of sampled points for each, as shown in Figure 1.
To find 50 points of interest (n_itr=541), irbs explored 247 points and irbs_c explored 417, whereas GA_GP and
sGA_tent explored only 103 and 151, respectively. Therefore, the modified EGO-based algorithms are significantly
more efficient. Looking now at the distribution of points in the 2D rAl - φ design space, the GA_GP algorithm
concentrate sampling in the same region : high φ (3-4) and low rAl (below 2 µm). Points sampled by sGA_tent are
much less concentrated. We also observe in Figure 1 that one area of interest is rapidly identified (yellow points) but
the sampling continues very locally. In contrast, the irbs_c algorithm demonstrates a stronger exploratory capability,
as the initial yellow points of interest are in different regions of the space compared to the later ones (red).
Next, we present Violin and Kernel Density Estimate (KDE) plots (Figures 2 and 3) detailing the distribution of the
target values (combustion pressure and temperature) of the Al/CuO thermites contained in each database (100 training
points + points sampled by each strategy to get 50 points of interest).

Violin plots confirm the tendencies described above. The points in the dataset are significantly less dispersed when
sampled with sGA_tent and GA_GP, as the median point (white dot) is closer to the region of interest delineated
by red vertical lines. Moreover, the plots clearly show that irbs and irbs_c allow for less localized sampling, as
evidenced by a slight bump between 20 - 40 MPa (Figure 2a). Interestingly, considering the combustion temperature,

1since the initial 100 points used to train the GPR already included 4 points of interest
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Figure 1: Spatial distribution of sampled points. The points of interest are represented as yellow-to-red balls, indicating their sampling order, while
gray balls denote non-interesting points. The sampling stopped after finding 50 points in the region R1.

GA_tent outperfoms the three other algorithms, showing a good spread of points within the region of interest, which
is beneficial for users. These observations are confirmed in KDE plots (Figure 3). irbs_C and sGA_tent sampled 50
points of interest that resulted in a wider range of combustion pressures and temperatures.

Figure 2: Violin plots of the targets: a) Final pressure, b) Combustion temperature obtained with each algorithm. The red lines mark the limits of
the region of interest.
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Figure 3: KDE plots of the targets: a) Final pressure, b) Combustion temperature o obtained with each algorithm. The red lines mark the limits of
the region of interest.

3.2.2. Identifying Al/CuO Thermite Materials with Properties Within the R2 Region

In this section, we are now searching for Al/CuO materials that generate combustion pressures and temperatures in the
range of 40 - 56 MPa and 5800 - 7000 K, respectively. Still, only two features are variable, rAl and φ . Figure 4 shows
the spatial distribution of sampled points for each of the four algorithms, with the points of interest highlighted in color.
Herein n_itr=56 since the initial 100 points used to train the GPR include 6 points of interest. As in the exploration of
the 2D design space to find thermites within the region of interest R1, the EGO-based algorithms proved to be more
efficient: the 50 new points were found in 95 iterations for GA_GP and 145 iterations for sGA_tent, compared to 178
and 263 for irbs and irbs_C, respectively. GA_GP also confirms its tendency to find points very locally, while the
other three methods allow for a good dispersion of the points of interest. This is evident in the following Violin and
KDE plots (Figure 5 and 6).

Figure 4: Spatial distribution of sampled points. The points of interest are represented as yellow-to-red balls, indicating their sampling order, while
gray balls denote non-interesting points. The sampling stopped after finding 50 points in the region of interest.

Figure 5: Violin plots of the targets: a) Final pressure, b) Combustion temperature obtained with each algorithm. The red lines mark the limits of
the region of interest.
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Figure 6: KDE plots of the targets: a) Final pressure, b) Combustion temperature obtained with each active sampling scenario. The red lines mark
the limits of the region of interest.

3.2.3. Comparison of the methods

The Table 2 reports the two metrics, Coverage and Efficiency, calculated after the search of 50 points of interest in the
regions of interest R1 and R2 using each of the four algorithms. Clearly, with an Efficiency > 87%, the most effective
method is the GA_GP algorithm. It quickly identifies points of interest as the genetic algorithm (GA) consistently
converges around previously identified interest points, which can be an advantage for designing materials with limited
iterations. The less effective is irbs_C due to the dispersive term C(x) in the acquisition function. If the user seeks 50
thermite configurations that are well-dispersed throughout the feature space to make a selection based on technological
constraints, irbs_C yields the best results, achieving the higher coverage. It is noteworthy that sGA_tent offers a good
compromise between efficiency and spatial distribution. sGA_tent is low impacted by the exploratory limitations of
the GA because it does not optimize the same function each time, thereby reducing the likelihood of sampling closely
spaced points.

Table 2: Comparison of the algorithms in terms of Coverage and Efficiency, as defined in Section 2.3 and considering the two regions of interest
(R1 and R2).

Region of Interest Algorithm Coverage (in %) Efficiency (in %)

R1

irbs 41.4 ± 0.2 24.88
irbs_C 45.9 ± 0.3 13.48
GA_GP 20.6 ± 0.1 87.72
sGA_tent 35.8 ± 0.2 47.62

R2

irbs 43.3 ± 0.2 37.31
irbs_C 51.1 ± 0.3 22.83
GA_GP 25.0 ± 0.1 98.04
sGA_tent 47.5 ± 0.2 49.50

As last metrics, Figures 7 and 8 give the Voronoï volume distribution that represents the spatial influence of each
sampled interesting point. The bar plot is sorted in increasing order, highlighting the extent of zones controlled by the
points. The first subplot considers only the feature space, capturing the distribution of interest points, while the second
subplot includes the target space to reveal fluctuations in the objective function. Voronoi volume metric confirms that
irbs_C effectively samples points that are well-dispersed in the design space, as indicated by the high median and first
quartile range (QR) values. This results in fewer small regions with closely spaced points. The spatial distribution
of the points of interest sampled using irbs and sGA_tent appears to be comparable. However, the 1QR and lower
whisker of irbs_C are consistently larger than those of the other methods, while the third QR and upper whisker are
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smaller. This indicates that irbs_C provides a more uniform coverage of the space compared to sGA_tent. Finally,
the Voronoi diagram in Figure 8 reveals that irbs_C captures greater variability in fob j due to the larger volume of
sampled points, which is valuable in practice as it provides more comprehensive information for users.

Figure 7: Voronoi volume distribution within the unit hypercube illustrates the spatial influence of each sampled point in region R1. The bar
plot, sorted in ascending order, highlights the extent of the regions controlled by each point. The first subplot focuses solely on the feature space,
showcasing the distribution of interest points. The second subplot is currently empty due to computation errors encountered during analysis.
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Figure 8: Voronoi volume distribution within the unit hypercube illustrates the spatial influence of each sampled point in region R2. The bar
plot, sorted in ascending order, highlights the extent of the regions controlled by each point. The first subplot focuses solely on the feature space,
showcasing the distribution of interest points. The second subplot is currently empty due to computation errors encountered during analysis.

3.3. Sampling in a 3D Design Space
3.3.1. Identifying Al/CuO Thermite Materials with Properties Within the R1 Region

Now we will consider searching Al/CuO materials that generate combustion temperatures and pressures in the range
of 2000 - 4500 K and 1 - 2 MPa, respectively (R1) but considering three variable features : rAl , φ and rCuO. The
quality of Al powder is fixed by the supplier (Al purity is of 0.8) and the powder density (αp) is set at the maximum
possible experimentally, 0.5. We ran the four algorithms and plotted the spatial distribution of sampled points for
each, as shown in Figure 9.
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Figure 9: Spatial distribution of sampled points. The points of interest are represented as yellow-to-red balls, indicating their sampling order, while
gray balls denote non-interesting points. The sampling stopped after finding 50 points in the region R1.

To find 50 points of interest (n_itr=54), irbs and irbs_c explored 110 and 118 points respectively. GA_GP and
sGA_tent sampled only 103 and 134, respectively. Therefore, the modified EGO-based algorithms lost efficiency
compared to active learning technique with the addition of one feature. Analyzing the distribution of points in the
3D rAl-rCuO-φ design space, it is evident that all methods sample points within similar regions of the feature space.
Specifically, rCuO covers the full range of values, rAl stays below 2 µm, and φ ranges from 3 to 4. These results confirm
our hypothesis that the feature rCuO can be disregarded, as CuO decomposes rapidly regardless of its size.
We also observe in the diagrams of Figure 9 that the distribution of yellow and red points is uniformly spread through-
out the feature space. This indicates that, for all methods, the sampling effectively explores the entire feature space
and does not become restricted to a local region.
Next, we built Violin and Kernel Density Estimate (KDE) plots (Figures 9 and 11) detailing the distribution of the
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target values (combustion pressure and temperature) of the Al/CuO thermites contained in each database (100 training
points + points sampled by each strategy to get 50 points of interest). All the graphs are similar, regardless of the
method chosen for sampling the new points. This confirms the previous analysis. In the case with 3 variable features,
the algorithms demonstrate equivalent behavior and performance.

Figure 10: Violin plots of the targets: a) Final pressure, b) Combustion temperature obtained with each algorithm. The red lines mark the limits of
the region of interest.

Figure 11: KDE plots of the targets: a) Final pressure, b) Combustion temperature o obtained with each algorithm. The red lines mark the limits of
the region of interest.

3.3.2. Identifying Al/CuO Thermite Materials with Properties Within the R2 Region

This section provides a brief summary of the results obtained in the search for Al/CuO materials that produce combus-
tion temperatures and pressures within the ranges of 5800 - 7000 K and 40 - 56 MPa, respectively (R2), considering
three unknown variable features: rAl , φ , and rCuO. The spatial distribution of the sampled points for each feature is
illustrated in Figure 12.
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Figure 12: Spatial distribution of sampled points. The points of interest are represented as yellow-to-red balls, indicating their sampling order,
while gray balls denote non-interesting points. The sampling stopped after finding 50 points in the region R2.

To find 50 points of interest (n_itr=55), irbs and irbs_c explored 125 and 123 points respectively. GA_GP and
sGA_tent explored 103 and 209, respectively. The sGA_tent algorithm lost its efficiency compared to active learning
technique with the addition of one feature. Analyzing the distribution of points in the 3D rAl-rCuO-φ feature space, it
is evident that all methods sample points within similar regions of the feature space. Specifically, rCuO and rAl span
the full range of values and φ is close to 1.
We also observe in the diagrams of Figure 12 that the distribution of yellow and red points is uniformly spread
throughout the feature space. This indicates that, for all methods, the sampling effectively explores the entire feature
space and does not become restricted to a local region.
Next, we built Violin and Kernel Density Estimate (KDE) plots (Figures 12 and 14) detailing the distribution of the
target values (combustion pressure and temperature) of the Al/CuO thermites contained in each database (100 training
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points + points sampled by each strategy to get 50 points of interest). GA_GP and sGA_tent perform better than irbs
and irbs_C in identifying points that are well-distributed within the target R2 zone. However, the differences between
the EGO-based algorithm and the active learning approach are not significant.

Figure 13: Violin plots of the targets: a) Final pressure, b) Combustion temperature obtained with each algorithm. The red lines mark the limits of
the region of interest.

Figure 14: KDE plots of the targets: a) Final pressure, b) Combustion temperature o obtained with each algorithm. The red lines mark the limits of
the region of interest.

3.3.3. Comparison of the methods

Table 3 gives the two metrics, Coverage and Efficiency, calculated after the search of 50 points of interest in the
regions of interest R1 using each of the four algorithms. Clearly, with an Efficiency close to 90% GA_GP is the most
effective to quickly identifies points of interest uniformly spread in the feature space (coverage reaches 80% i.e. point
of interest are sampled within 80% of the entire design space). While lower that GP_GA, irbs and irbs_C feature good
efficiencies between 62-78%. All methods do not show significant differences in spatial distribution. Interestingly
irbs features a very high coverage for R1 region.
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Table 3: Comparison of the algorithms in terms of Coverage and Efficiency, as defined in Section 2.3 and considering the two regions of interest
(R1 and R2).

Experiment Algorithm Coverage (in %) Efficiency (in %)

R1

irbs 99.2 ± 0.1 78.12
irbs_C 94.6 ± 0.1 69.44
GA_GP 83.0 ± 0.4 87.72
sGA_tent 84.0 ± 0.3 58.82

R2

irbs 86.4 ± 0.3 62.5
irbs_C 81.3 ± 0.4 64.10
GA_GP 80.6 ± 0.6 86.20
sGA_tent 89.7 ± 0.3 30.48

In this experiment, GA_GP outperforms the other algorithms in quickly identifying points of interest. The expanded
feature space has resulted in several significant regions of interest, making it easier to identify these points for both
irbs and irbs_C. However, sGA_tent struggles to capture these points efficiently, likely due to the loss of information
during scalarization with fλ .
Examining the Voronoi metric shown in Figure 16, it is more evident that irbs performs better, as indicated by its
higher median, longer lower whisker, shorter upper whisker, and fewer outliers. These outliers represent large, un-
explored regions, typically found at the boundaries of clusters. Fewer and smaller outliers generally indicate more
effective cluster coverage of the space. Additionally, in the second subplot, irbs_C demonstrates higher initial vol-
umes, ordered increasingly, capturing fluctuations in fob j.
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Figure 15: Voronoi volume distribution within the unit hypercube illustrates the spatial influence of each sampled point in region R1. The bar
plot, sorted in ascending order, highlights the extent of the regions controlled by each point. The first subplot focuses solely on the feature space,
showcasing the distribution of interest points. The second subplot is currently empty due to computation errors encountered during analysis.
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Figure 16: Voronoi volume distribution within the unit hypercube illustrates the spatial influence of each sampled point in region R2. The bar
plot, sorted in ascending order, highlights the extent of the regions controlled by each point. The first subplot focuses solely on the feature space,
showcasing the distribution of interest points. The second subplot is currently empty due to computation errors encountered during analysis.

4. CONCLUSION AND PERSPECTIVE

In this research we introduced two variations of the initial ParEGO algorithm (sGA_tent and GA_GP) and compared
their efficacy in sampling materials of interest within a 2D (rAl , φ ) and 3D design space (rAl , rCuO, φ ) with active
learning methods presented in a recent paper [34]. Following conclusions can be drawn:

• GA_GP, which optimizes the Gaussian Process directly using a genetic algorithm based on the interest function,
demonstrated primarily strong exploitative behavior.

• While sGA_tent showed a good ability to identify points of interest that are relatively well-dispersed throughout
the feature space, the results are not compelling for high-dimensional feature space. Indeed, as the feature-space
dimension increases, sGA_tent becomes less effective (as observed when comparing results obtained for 2D and
3D feature space). This decline in performance is likely due to the algorithm compressing all outputs into a
single value during the scalarization step, which restricts the information available in each dimension. This
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"over-simplification" of the original function may lead to a significant loss of valuable information, thereby
limiting the algorithm’s ability to effectively exploit the data.

Future work should focus on further refining these algorithms. The current hyperparameters were chosen based on
intuition and with limited benchmarking, which may not fully capture their optimal performance. A more rigorous
approach is required to identify the most suitable algorithm for this type of problem. For instance, the ρ term in the
scalarized objective function of sGA_tent might be redundant, as it is designed for convergence toward a Pareto front,
which is irrelevant to our problem. Instead, efforts should be directed toward tuning the genetic algorithm to more
effectively utilize information from the Gaussian Process.

• The custom active learning algorithms (irbs and irbs_C) which use an acquisition function that linearly com-
bines tailored factors (I and C) within a GPR algorithm, perform very well in selecting Al/CuO thermite com-
positions tailored for the two specific applications.

It should be noted that irbs_C, which incorporates the coverage term C, slightly increases the number of interest
points by carefully selecting new samples. For future studies, it would be beneficial to adapt the coverage function
to better align with the size of the feature space, such as by expanding it to 5 variables. Currently, the coverage
function provides local information, generally improving the coverage score by preventing spheres around interest
points from intersecting. However, it will be interesting to develop a function that truly acts as a "coverage function"
to enhance the Voronoï volume score, which is a global measure of how uniformly points are distributed. While this
new metric would be relevant and interpretable, it could also introduce errors. Additionally, it will be computationally
expensive and may prone to frequent errors due to numerical approximations, leading to difficulties in computation.
Future research should focus on optimizing the implementation of this metric or developing a new method to achieve
a similar score with greater efficiency and accuracy.
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