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Abstract

In this work, we introduce a class of impulsive switching signals described via functional inequalities which govern the switch-
ing among different modes with state resets. By choosing the parameters of the inequalities appropriately, we can recover
several known classes of switching signals and also allow for signals that depend on time, mode or state of the system. Signals
from this class can also be generated online via the use of an auxiliary timer while the dynamical system is running. Via a
multiple Lyapunov functions approach, we provide sufficient conditions on the functional parameters of the switching signal
which ensure that the equilibrium is globally asymptotically stable (GAS) for autonomous impulsive switched system. In case
of inputs, similar methodology is used to provide sufficient conditions for input-to-state stability (ISS) and integral-input-to-
state stability (iISS) uniformly over the proposed class of impulsive switching signals. As case studies, we consider switched
systems which do not satisfy ISS (respectively, iISS) property for switching signals with arbitrarily large dwell-times but they
are shown to be ISS (resp. iISS) for our proposed class of impulsive switchings signals described via functional inequalities.

Keywords: Impulsive switched systems, hybrid systems, global asymptotic stability, input-to-state stability

1. Introduction

Inheriting the merits of both switched systems [19, 33] and
impulsive systems [2, 9], impulsive switched systems are par-
ticularly useful in the study of complex systems which con-
sist of both continuous and discrete dynamics. An impulsive
switched system is composed of three parts: a family of con-
tinuous processes characterizing the flow behavior of the sys-
tem between impulses or switches, a family of discrete pro-
cesses characterizing the jump behavior during impulses or
switches, and a governing law which determines the impulse
times and orchestrates the switching of the system dynamics.
The stability analysis of such systems is rather intricate due
to the interaction of continuous and discrete dynamics and
this paper focuses on providing sufficient conditions which
can cover a broad class of such systems. For systems without
inputs, global asymptotic stability (GAS) of the equilibrium is
a property of fundamental interest [17], and for the systems
with inputs, we consider input-to-state stability (ISS) and in-
tegral input-to-state stability (iISS) introduced in [32] and
[1] respectively, which characterize the effect of external sig-
nals on the stability of the state trajectories. For a switched
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system to be GAS, ISS or iISS uniformly over arbitrary switch-
ing signals, not only all the subsystems are required to have
these properties, but in addition all subsystems must share a
common Lyapunov function. While the existence of a com-
mon Lyapunov function turns out to be the necessary and suf-
ficient condition for GAS, ISS or iISS switched systems under
arbitrary switching [5, 11], such conditions are very restric-
tive in practice and there are well-known classes of switched
systems which are GAS, ISS or iISS uniformly over some set of
switching signals but not all switching signals [19]. For such
systems, different approaches can be used to describe the sets
of switching signals over which the desired stability property
is ensured uniformly. The most straightforward method is to
introduce slow switching. Intuitively, the actions of switching
are treated as the source of instability and hence, as long as
switching occurs sufficiently infrequently, the stability of the
switched systems can be ensured. Well-known slow switch-
ing conditions include dwell-time (DT) condition and average
dwell-time (ADT) condition. An autonomous switched sys-
tem with a common asymptotically stable equilibrium for all
subsystems is shown to be GAS, uniformly for switching sig-
nals with sufficiently large DT or ADT [24, 15]. For switched
systems with inputs, ISS can also be studied similarly with
respect to slow switching signals subjected to DT or ADT con-
ditions [34]. Building on these results, there has been signif-
icant research to generalize the class of switching signals for
which one can establish GAS, ISS, or iISS uniformly. These
generalizations are developed by modifying the framework
from aforementioned references in certain directions: a) by
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modifying the definition of ADT, b) by allowing some unsta-
ble subsystems and/or stabilizing discrete jump maps, and
c) by relaxing the assumptions on the supply functions in the
dissipation inequalities associated to each subsystem.

For the first case, the notion of ADT is generalized by re-
placing the affine function of time in the definition of ADT
by a more generic function in [18]. Similar generalization is
also seen in the recent work [12]. Meanwhile, in [23], the
authors propose impulse sequences whose impulse frequen-
cies are eventually uniformly bounded, but iISS-related ques-
tions have not been investigated for such a class of signals.
For the second case, one may consider unstable subsystems
with stabilizing impulsive maps and frequent switching, so
that the impulsive maps dominate the continuous flow and
stabilize the system [35, 36]. Conditions describing how fast
such stabilizing impulsive effects must occur are captured
under the notion of reverse average dwell-time (rADT), in-
troduced in [14]. Alternatively, since the activation of un-
stable subsystems is treated as the source of instability, sta-
bility of a switched system with unstable subsystems can be
preserved by limiting the time that the system dwells in the
unstable modes. Following this approach, average activa-
tion time (AAT) conditions are introduced, which are usually
imposed together with ADT conditions in the characteriza-
tion of switching signals, uniformly over which an impulsive
switched system is shown GAS, ISS or iISS [37, 25, 22]. The
third research direction comes from relaxing the linear decay
on the Lyapunov functions of individual subsystems to non-
linear decay functions. The papers [7, 21] provide counterex-
amples of switched systems with all stable subsystems where
the dissipation inequalities have nonlinear supply functions
and the resulting switched system is not asymptotically stable
no matter how large the DT or ADT is chosen. Sufficient con-
ditions for impulsive systems with nonlinear decay functions
in dissipation inequalities associated to continuous and dis-
crete dynamics appear in [29, 4]. These were generalized to
switched systems in [38]while using a Lyapunov function for
the stability analysis, and the construction of this Lyapunov
function builds on some earlier work done in [27]. Inspired
by [38], the recent work [22] allows for unstable systems and
develops conditions for GAS, ISS, iISS which relate ADT and
AAT in a rather elegant manner.

Despite the fact that all the aforementioned approaches of
switching are well established and acknowledged in the lit-
erature, they have their own limitations. On one hand, slow
switching or rapid switching are purely time-dependent, and
as shown in [20, 10] that when the Lyapunov functions for
individual subsystems are naively chosen, the lower bounds
on the DT or ADT may be too conservative and sometimes
impractical for providing stability guarantees. It is also ob-
served in [7, 21] that for some switched systems with stable
nonlinear subsystems, there always exists a divergent solu-
tion no matter how slowly the system switches. On the other
hand, AAT condition only characterizes subsystems to be ei-
ther “stable" or “unstable" and confines the total activation
time of all “unstable" modes. This is clearly restrictive, as
dwelling in a “more unstable" mode has a more negative im-

pact on the stability compared with dwelling in a “less un-
stable" mode. Therefore, the restrictions of the activation
time of the two modes should be different, or put differently,
one should allow for mode dependent AAT. The scope of this
work is to overcome these limitations by proposing a class of
switching signals which refines and unifies different classes
of switching signals. In a nutshell, the major contribution of
this paper lies in the identification of certain classes of impul-
sive switching signals such that

• for the systems which are uniformly stable with respect
to the impulsive switching signals satisfying some well-
known conditions in the literature, our results show that
stability is guaranteed uniformly with respect to a newly
proposed broader class of impulsive switching signals;

• for the systems which are not uniformly stable with re-
spect to the impulsive switching signals satisfying those
well-known conditions in the literature, our results show
that stability can still be guaranteed uniformly with respect
to a smaller class of impulsive switching signals.

These objectives are achieved by introducing a class of im-
pulsive switching signals, which is defined via functional in-
equalities. The parameters in these inequalities are possible
functions of time, modes, and state of the system. In addition
to providing sufficient conditions for non-emptiness of such
classes of impulsive switching signals and for ruling out Zeno
signals, we also provide a constructive method to generate
such impulsive switching signals online. This is done with
the help of an auxiliary timer in the hybrid systems frame-
work involving flow and jump dynamics. Our results provide
sufficient conditions for GAS, ISS, and iISS in terms of the
parameters of functional inequalities and the functions ap-
pearing in the dissipation inequalities of individual subsys-
tems. As an illustration of our theoretical results, we con-
sider several case studies. The first case study shows that
autonomous impulsive switched systems are guaranteed to
be GAS uniformly over a broader class of switching signals
than those satisfying time-dependent conditions. The other
two case studies contain switched systems which are known
to be not ISS (respectively not iISS) under ADT switching
no matter how slowly the system switches, but they are ISS
(resp. iISS) uniformly over the class of impulsive switching
signals studied in this paper.

The rest of the paper is organized as follows. Section 2
reviews the necessary mathematical tools for this paper. Sec-
tion 3 introduces the novel class of impulsive switching sig-
nals. Section 4 and Section 5 provide the main stability the-
orems and case studies of autonomous impulsive switched
systems and impulsive switched systems with inputs, respec-
tively. Finally Section 6 concludes the paper.

2. Preliminaries

In this section, we will first introduce the basic notations
needed. We will then formally define impulsive switched sys-
tems and provide some stability definitions for such systems.
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A motivational example is also presented at the end of this
section to highlight the central theme of our research.

2.1. Mathematical notations

Let N be the set of natural numbers including 0,
R,R⩾0,R>0 be the set of all real numbers, non-negative real
numbers and positive real numbers, respectively. For any vec-
tor x ∈ Rn, denote its 2-norm by |x |. Moreover, for any set
A ⊂ Rn, let |x |A := infy∈A |x − y|. With some abuse of no-
tation, when T is a countable set, |T | means its cardinality.
For a function f : R⩾0 −→ Rn whose left limit exists at t > 0,
denote this left limit by f (t−) := lims−→t− f (s).

A function α : R⩾0 −→ R⩾0 is said to be of class P D (pos-
itive definite) if it is continuous, α(0) = 0 and α(s) > 0 for
all s > 0. If α is also strictly increasing, then it is said to
be of class K . In addition, if α is also unbounded then it is
said to be of class K∞. A function β : R⩾0 × R⩾0 −→ R⩾0
is said to be of class KL if β(·, t) is of class K for each
t ∈ R⩾0, β(s, ·) is continuously decreasing and β(s, t) −→ 0
as t −→ ∞ for each fixed s ∈ R⩾0; see [17, Chapter 4]
for their use in formulation of common stability notions.
In addition, we require class KLL functions: A function
β : R⩾0 × R⩾0 × R⩾0 −→ R⩾0 is a class KLL function if
β(·, ·, j) is a classKL function for each j ⩾ 0 and β(·, t, ·) is
a class KL function for each t ⩾ 0.

2.2. Definition of impulsive switched systems

Let I ⊂ N be a finite set. An impulsive switching signal is
a pair (σ,T ), where σ : R⩾0 −→ I is a right-continuous,
piecewise constant function and T := {t1, t2, · · · } is a count-
able subset of R>0 such that the following conditions are sat-
isfied:

• (Compatibility) all discontinuities of σ belong to T ;

• (Non-Zeno) for any bounded interval I , |I ∩T | is finite.

Let Σ̄ be the set of all admissible impulsive switching signals.
In particular, for any (i, j) ∈ I 2, let Ti, j := {t ∈ T : σ(t−) =
i,σ(t) = j}. With this definition, Ti, j is the collection of all
switching instants from mode i to mode j when i ̸= j, and Ti,i
is the collection of all impulses while maintaining the mode
to be i. It is easy to see that when Ti,i = ; for all i ∈ I ,
the impulsive switching signal reduces to the usual switching
signal and when I is a singleton, the impulsive switching
signal reduces to the usual impulse signal.

For a given impulsive switching signal (σ,T ) ∈ Σ̄ and de-
pending on whether the system is autonomous (i.e., has no
exogenous input) or it has an input, we consider the follow-
ing two types of impulsive switched systems:

ẋ(t) = fσ(t)(x(t)) for almost all t ̸∈ T , (1a)

x(t) = gi, j(x(t
−)) t ∈ Ti, j , (i, j) ∈ I 2, (1b)

or

ẋ(t) = fσ(t)(x(t), w(t)) for almost all t ̸∈ T , (2a)

x(t) = gi, j(x(t
−), w(t)) t ∈ Ti, j , (i, j) ∈ I 2. (2b)

Here, x : R⩾0 −→ Rn is the state trajectory, w : R⩾0 −→ Rm is
the input signal and it is assumed to be Lebesgue integrable,
locally essentially bounded on R⩾0 and bounded on T . We
denote by Mw the set of all such admissible input signals.
Moreover, fi : Rn −→ Rn as in (1a) and fi : Rn×Rm −→ Rn as
in (2a) are assumed to be locally Lipschitz in their arguments,
and gi, j : Rn −→ Rn as in (1b) and gi, j : Rn × Rm −→ Rn

as in (2b) are assumed to be continuous in their arguments.
With these assumptions, the solutions of differential equa-
tions (1a), (2a) are well-defined and absolutely continuous
[13, Chapter 1]. The discontinuities introduced by the equa-
tions (1b), (2b) make the state-trajectories piecewise contin-
uous, and we work with solutions that are right-continuous.
We call (1a), (2a) the continuous flow and (1b), (2b) the dis-
crete jumps. We denote the solution of (1) with initial state x0
and impulsive switching signal (σ,T ) by x(·; x0,σ,T ). Sim-
ilarly, we denote the solution of (2) with initial state x0, input
w and impulsive switching signal (σ,T ) by x(·; x0, w,σ,T ).
When x0, w, (σ,T ) are clear from the context, the solution is
also abbreviated by x , same as the state trajectory.

2.3. Stability definitions for impulsive switched systems

In this paper, we will focus on one internal stability prop-
erty for the autonomous system (1) and two external stabil-
ity properties for the system with an input (2). Moreover, we
consider these stability notions with respect to a compact set
A ⊂ Rn, and provide conditions that establish these proper-
ties uniformly with respect to the impulsive switching signals
in a subset Σ ⊂ Σ̄. In what follows, the essential supremum
norm of w over a set I (that is, the supremum of w on I except
for a set of measure zero) is denoted by ess sups∈I |w(s)|.

Definition 1. An impulsive switched system (1) is globally
asymptotically stable (GAS) uniformly over Σ if there exist
β ∈KL such that

|x(t; x0,σ,T )|A ⩽ β(|x0|A , t) (3)

for all t ⩾ 0, x0 ∈ Rn and (σ,T ) ∈ Σ.

Definition 2. An impulsive switched system (2) is input-
to-state stable (ISS) uniformly over Σ if there exist β ∈
KL ,γ1,γ2 ∈K such that

|x(t; x0, w,σ,T )|A ⩽ β(|x0|A , t) + γ1(ess sup
s∈(0,t]

|w(s)|)

+ γ2( sup
s∈(0,t]∩T
|w(s)|) (4)

for all t ⩾ 0, x0 ∈ Rn, w ∈Mw and (σ,T ) ∈ Σ.

Definition 3. An impulsive switched system (2) is integral
input-to-state stable (iISS) uniformly overΣ if there exist α0 ∈
K∞,β ∈KL ,γ1,γ2 ∈K such that

α0(|x(t; x0, w,σ,T )|A )⩽ β(|x0|A , t) +

∫ t

0

γ1(|w(s)|)ds
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+
∑

s∈(0,t]∩T

γ2(|w(s)|) (5)

for all t ⩾ 0, x0 ∈ Rn, w ∈Mw and (σ,T ) ∈ Σ.

Our definitions of ISS and iISS are adopted from [3] and
[26]. Notice that both ISS and iISS require the unforced sys-
tem, i.e., system (2) with w(t) ≡ 0, to be GAS. Also notice
that the last terms in (4), and in (5) do not appear in standard
definitions of ISS and iISS for non-switched systems; these
additional terms are needed in our framework to capture the
growth of state trajectories at switching/impulse instants due
to the presence of inputs in the discrete jump maps (2b).

2.4. Motivational example

Consider a one-dimensional switched system with 3
modes:

ẋ(t) =







x(t) σ(t) = 1,

−x(t) σ(t) = 2,

−2x(t) σ(t) = 3,

t ̸∈ T ,

x(t) =

¨

2x(t−) t ∈ T1,3 ∪T2,3,

x(t−) otherwise.
t ∈ T .

To ensure GAS of the set A = {0}, for a class of switch-
ing signals which allow occasional activation of the unsta-
ble mode 1, the system must consistently switch to either
mode 2 or mode 3, both of which are stable. While [25]
provides an upper bound on the average activation time for
mode 1 based on switching frequency, a less conservative sta-
bility condition should consider the specific switches, partic-
ularly acknowledging that switches to mode 3 amplify the
state and thus have a more destabilizing effect than the other
switches. Conversely, as dwelling in mode 3 has a more stabi-
lizing impact than mode 2, a less conservative stability con-
dition should also take into account the activation time of
each mode. In the context of this one-dimensional system
with linear flow and jumps, establishing a class of impul-
sive switching signals which guarantee stability is already in-
tricate. This complexity intensifies when dealing with non-
linear flows, jumps, and external inputs – a challenge that
forms the core focus of our research. In particular, the results
of Section 4 provide a class of switching signals for which
this system is GAS, while taking into consideration the issues
raised here.

3. Impulsive switching signals defined via functional in-
equalities

Given a constant T > 0, a function c : I −→ R and a
function d : I 2×Rn −→ R such that d(i, j, x) is continuous in
x , we consider impulsive switching signals (σ,T ) satisfying
the following functional inequality:

∫ t

s

c(σ(τ))dτ+
∑

τ∈(s,t]∩T

d(σ(τ−),σ(τ), x(τ−))⩽ T, (6)

for all t > s ⩾ 0. Define Σ(c, d, T ) := {(σ,T ) ∈ Σ̄ :
(6) holds}. It is not difficult to see that the inequality (6)
is a time/mode/state-dependent condition on the impulsive
switching signals. However, full information of the state tra-
jectory x(·) is unnecessary for checking (6). In fact, because
σ is piece-wise constant, only the set T , and σ(t−i ), x(t−i )
for any t i ∈ T are needed (note that σ(t i) = σ(t−i+1), where
t i+1 is the first switching/impulse instant after t i). In other
words, we only need to know the set of switching/impulse
instants, the values of the impulsive switching signal and
the state before each switching/impulse instant and conclude
whether (σ,T ) ∈ Σ(c, d, T ).

As discussed in Section 2, since GAS, ISS, iISS for impul-
sive switched systems are defined to be uniform with respect
to a class of impulsive switching signals, we need to ensure
that Σ(c, d, T ) is significantly large. In this section, we first
show that depending on the functional parameters c, d ap-
pearing in the definition,Σ(c, d, T ) in fact encompasses many
well-known classes of switching signals. We then show that
when c, d satisfy some mild conditions, Σ(c, d, T ) is non-
empty and the inequality (6) does not allow switching signals
with Zeno phenomenon (that is, accumulation of infinitely
many switching/impulse time instants over a finite interval).
We also show that any (σ,T ) ∈ Σ(c, d, T ) can be generated
online via the use of an auxiliary timer.

3.1. Comparison with known sets of switching signals

Here, we recall that, the paper [14, Theorem 1] consid-
ered stability of impulsive systems with impulsive sequences
S [µ,λ] that satisfy

∀t > s ⩾ 0 : −d∗|(s, t]∩T | − (c∗ −λ)(t − s)⩽ µ,

for some c∗, d∗ ∈ R, and µ,λ > 0. This class of impulsive sig-
nals can be obtained from (6) by setting T = µ, c(i)≡ λ− c∗,
and d(i, j, x) ≡ −d∗. Since the set S [µ,λ] is equivalent
to the class of average dwell-time (ADT) or reversed average
dwell-time (rADT) switching signals depending on the signs
of c∗ − λ, d∗, the set Σ(c, d, T ) can also represent classes of
ADT or rADT switching signals, denoted by ΣADT or ΣrADT
respectively, by selecting proper constant functions c, d. In
addition to that, since we allow the functions c to be mode-
dependent and d to be both mode- and state-dependent, the
set of impulsive switching signals Σ(c, d, T ) can be made
more general. In this subsection, we show that Σ(c, d, T )
can be the superset of many well-known classes of switching
signals, some of which cannot be modeled by S [µ,λ].

Assume that d(i, j, x) ⩽ 0 for all (i, j) ∈ I 2, x ∈ Rn and
there exist a partition I = Is ∪ Iu and c∗s < 0, c∗u ⩾ 0 such
that c(i) ⩽ c∗s for all i ∈ Is and c(i) ⩽ c∗u for all i ∈ Iu. We
have

∫ t

s

c(σ(τ))dτ⩽ c∗s

∫ t

s

1σ(t)∈Is
dτ+ c∗u

∫ t

s

1σ(t)∈Iu
dτ

⩽ c∗s (t − s) + (c∗u − c∗s )

∫ t

s

1σ(t)∈Iu
dτ,

4



where 1(·) is the indicator function. Hence, (6) holds if

∫ t

s

1σ(t)∈Iu
dτ⩽ −

c∗s (t − s)

c∗u − c∗s
+

T
c∗u − c∗s

. (7)

This is the average activation time (AAT) condition of modes
in the set Iu [25], with AAT parameter − c∗s

c∗u−c∗s
and chatter

bound T
c∗u−c∗s

. Denote the switching signals satisfying (7) by
ΣAAT. Meanwhile, it can also be computed that (6) holds if

∫ t

s

1σ(t)∈Is
dτ⩾

c∗u(t − s)

c∗u − c∗s
−

T
c∗u − c∗s

. (8)

This is the reversed average activation time (rAAT) condition
of modes in the set Is, with rAAT parameter

c∗u
c∗u−c∗s

and chatter

bound − T
c∗u−c∗s

. Denote the switching signals satisfying (8) by
ΣrAAT.

Finally, suppose that the system state does not jump after
each switch. Assume c(i) ⩽ 0 for all i ∈ I . Let Vi : Rn −→
R⩾0 be some value functions for each i ∈ I and construct
d(i, j, x) := ln Vj(x)− ln Vi(x) + ε for some ε > 0. Then, it is
not difficult to see that (6) holds if d(σ(t−),σ(t), x(t−))⩽ 0,
which is equivalent to

Vσ(t)(x(t))⩽ e−εVσ(t−)(x(t
−)) ∀t ∈ T , (9)

which is a state-dependent condition. Denote switching sig-
nals satisfying (9) by ΣSD.

So far, it is seen that under some particular conditions
on the functions c(i), d(i, j, x), the set of switching signals
ΣADT,ΣrADT,ΣAAT,ΣrAAT,ΣSD are all subsets of Σ(c, d, T ). As
a result, an impulsive switched system is GAS, ISS or iISS uni-
formly over ΣADT,ΣrADT,ΣAAT,ΣrAAT or ΣSD if it is also GAS,
ISS or iISS uniformly overΣ(c, d, T ). It can be acknowledged
that neither ADT nor rADT conditions are mode-dependent,
and AAT, rAAT conditions are only partially mode-dependent,
in the sense that they only differentiate modes i with ei-
ther negative or non-negative values of c(i). Meanwhile, the
state-dependent condition (9) is not time-dependent. The
comparisons show that the set of impulsive switching signals
defined via the functional inequalities (6) is a generalization
of the combination of all the aforementioned sets of switch-
ing signals.

3.2. Regularity considerations

Stability analysis in this paper will become vacuous if
Σ(c, d, T ) = ;. This could happen, for example, when c(i)>
0 and d(i, j, x) ⩾ 0 for all i, j ∈ I , x ∈ Rn. Clearly in this
case, (6) will be violated when t − s is sufficiently large. The
first proposition in this section provides sufficient conditions,
under which Σ(c, d, T ) is non-empty.

Proposition 3.1. If there exists i ∈ I such that c(i) ⩽ 0, or
there exist d∗ < 0 and k modes i1, i2, · · · , ik ∈ I such that
d(il , il+1, x) ⩽ d∗ for all x ∈ Rn and l = 1,2, · · · , k, where
ik+1 := i1, then Σ(c, d, T ) ̸= ; for any T > 0.

Proof. Clearly when c(i) ⩽ 0, the constant signal with T =
;,σ(t) = i for all t ⩾ 0 satisfies (6), as its left-hand side is
always non-positive.

When c(i) > 0 for all i ∈ I and the other conditions in
Proposition 3.1 hold, consider the periodic impulsive switch-
ing signal with T = {l∆t : l = 1,2, · · · }, where ∆t :=
min{T,−d∗}
maxi∈I c(i) , and σ(t) = i1+mod(l,k) for all t ∈ [l∆t, (l + 1)∆t),
l ∈ N. For any interval [s, t), let j ∈ N be such that
t − s ∈ [ j∆t, ( j + 1)∆t). Then there can be at most j
switches/impulses over the interval [s, t) according to the
definition of T . We have
∫ t

s

c(σ(τ))dτ+
∑

τ∈(s,t]∩T

d(σ(τ−),σ(τ), x(τ−))

⩽ (t − s)max
i∈I

c(i) + jd∗ ⩽ ( j + 1)∆t max
i∈I

c(i) + jd∗

= ( j + 1)min{T,−d∗}+ jd∗ ⩽ T.

Hence (σ,T ) ∈ Σ(c, d, T ).

We remark here that the set of switching signals
ΣADT,ΣrADT,ΣAAT,ΣrAAT,ΣSD as discussed in Section 3.1 all
satisfy Proposition 3.1 and hence they are all non-empty.

Note that since Σ(c, d, T ) is defined to be a subset of Σ̄, it
naturally excludes Zeno signals. Nevertheless, Zeno signals
may satisfy the condition (6). For example, when d(i, j, x)<
0 for all i, j ∈ I , x ∈ Rn, then (6) allows signals with in-
finitely many switches/impulses over a finite interval. This
observation leads to the following straightforward sufficient
condition, under which (6) automatically excludes Zeno sig-
nals:

Proposition 3.2. When there exists d∗ > 0 such that
d(i, j, x) ⩾ d∗ for all i, j ∈ I , x ∈ Rn, then (σ,T ) satisfy-
ing (6) cannot be Zeno.

Proof. Clearly in this case, infinitely many switches/impulses
over a finite time interval will lead to the left-hand side of (6)
being infinite.

Proposition 3.2 directly concludes that the switching sig-
nals satisfying the ADT condition are non-Zeno, since in this
case, we have d(i, j, x) = d∗ > 0 for all i, j ∈ I , x ∈ Rn.
A less trivial sufficient condition guaranteeing non-Zeno sig-
nals is observed for autonomous impulsive switched systems
with convergent jumps and bounded finite-time reachable
set. This sufficient condition allows negative d(i, j, x) and
is stated below.

Proposition 3.3. Consider the autonomous impulsive switched
system modeled by (1). Assume that there exist ε > 0, contin-
uous functions ψi : Rn −→ R for all i ∈ I such that

d(i, j, x)⩾ψ j(gi, j(x))−ψi(x) + ε. (10)

Further assume that for any initial state x0 ∈ Rn and any im-
pulsive switching signal (σ,T ) satisfying (6), the following two
properties hold:

5



• The jumps are convergent. That is, either T is finite, or
T = {t1, t2 · · · } such that limk−→∞ |x(tk)− x(t−k )|= 0.

• The finite-time reachable set is bounded. That is, for any
T ∗ ⩾ 0, there exists a compact set R(x0, T ∗) ⊂ Rn, inde-
pendent of (σ,T ), such that x(t; x0,σ,T ) ∈ R(x0, T ∗)
for all t ∈ [0, T ∗].

Then, such (σ,T ) satisfying (6) cannot be Zeno.

Proof. Pick arbitrary initial state x0 ∈ Rn. Suppose there is
a Zeno signal (σ,T ) satisfying (6). Denote the accumula-
tion point of switches/impulses as T ∗; that is, limk−→∞ tk =
T ∗ < ∞. It follows from the uniform continuity of ψi
over R(x0, T ∗) that there exists δ > 0 such that for any
ta, tb ∈ [0, T ∗],

|x(ta)−x(tb)|⩽ δ⇒ |ψi(x(ta))−ψi(x(tb))|⩽
ε

2
, ∀i ∈ I .

(11)
It also follows from the uniform continuity of fi over
R(x0, T ∗) that, for a given p ⩾ 1, there exists τ∗1 > 0 such
that for any tk, tk+1 ∈ [0, T ∗]∩T ,

|tk+1 − tk|⩽ τ∗1⇒ |x(t
−
k+1)− x(tk)|⩽

δ

2p
. (12)

Additionally, it follows from the convergent jumps property
that there exists τ∗2 > 0 such that for any tk ∈ [0, T ∗]∩T ,

tk ⩾ T ∗ −τ∗2⇒ |x(tk)− x(t−k )|⩽
δ

2p
. (13)

Define τ∗ := min{τ∗1,τ∗2} and let s0, s1, s2, · · · , sr ∈ [T ∗ −
τ∗, T ∗]∩T be consecutive switch/impulse instants such that
σ(sr) = σ(s0), called a cycle. Since there are p modes in I ,
without loss of generality we choose r such that r ⩽ p.

Consider the case r = 1. Since s1 ⩾ T ∗−τ∗2, it follows from
(13) that |x(s1)− x(s−1 )|⩽

δ
2p ⩽ δ. It then follows from (11)

and the fact σ(s1) = σ(s0) that

d(σ(s0),σ(s1), x(s−1 ))⩾ψσ(s1)(x(s1))−ψσ(s0)(x(s
−
1 )) + ε⩾

ε

2
.

When r ⩾ 2, we can first conclude that

r
∑

k=1

d(σ(s−k ),σ(sk), x(s−k ))

⩾
r
∑

k=1

�

ψσ(sk)(x(sk))−ψσ(sk−1)(x(s
−
k )) + ε

�

= rε+
r
∑

k=1

�

ψσ(sk−1)(x(sk−1))−ψσ(sk−1)(x(s
−
k ))
�

+
r
∑

k=1

�

ψσ(sk)(x(sk))−ψσ(sk−1)(x(sk−1))
�

= rε+
r−1
∑

k=0

�

ψσ(sk)(x(sk))−ψσ(sk)(x(s
−
k+1))

�

+
�

ψσ(sr )(x(sr))−ψσ(s0)(x(s0))
�

.

On one hand, it follows from (11) and (12) that
ψσ(sk)(x(sk))−ψσ(sk)(x(s

−
k+1))⩾ −

ε
2 . On the other hand, we

first obtain from (12) and (13) that

|x(sr)− x(s0)|⩽
r
∑

k=1

|x(sk)− x(s−k )|+
r−1
∑

k=0

|x(s−k+1)− x(sk)|

⩽
rδ
2p
+

rδ
2p
⩽ δ.

Thus, it is further implied by (11) and the fact σ(sr) = σ(s0)
that ψσ(sr )(x(sr))−ψσ(s0)(x(s0)) ⩾ −

ε
2 . Therefore, we con-

clude that
r
∑

k=1

d(σ(s−k ),σ(sk), x(s−k ))⩾ rε−
rε
2
−
ε

2
=
(r − 1)ε

2
⩾
ε

2
.

In other words, over a cycle,
∑r

k=1 d(σ(s−k ),σ(sk), x(s−k )) is
bounded below by ε

2 . Since [T ∗ − τ∗, T ∗]∩T consists of in-
finitely many switches/impulses and I is finite, it must con-
tain infinitely many consecutive cycles [16] and hence the
left-hand side of (6) is infinite when the time interval [s, t)
contains these cycles. This leads to the violation of (6) for
any T > 0.

By applying Proposition 3.3 toΣSD when the system has no
jumps, we conclude that the state-dependent switching sig-
nals satisfying (9) are non-Zeno, provided that the solution
does not escape in finite time.

Proposition 3.3 requires the properties of convergent
jumps and bounded finite-time reachable set, especially in
order to bound the term |ψσ(sr )(x(sr))−ψσ(s0)(x(s0))|. Such
properties do not hold in general for impulsive switched
systems with arbitrary inputs. Beyond Proposition 3.2 and
Proposition 3.3, which only provide sufficient conditions for
excluding Zeno impulsive switching signals, less conservative
conditions with more information on the system dynamics
can certainly be investigated in the future research.

3.3. Hybrid model of the switching signals
It may appear that, since the switching signals satisfying

(6) allow for dependence on state, such switching signals
cannot be pre-defined before running the impulsive switched
system. With given functions c, d and constant T , stability re-
sults which are uniform with respect to Σ(c, d, T ) are mean-
ingful if we can generate a switching signal σ ∈ Σ(c, d, T )
concurrently while the system is running. We show that this
can be done by designing an auxiliary timer and modeling
the impulsive switched system in the framework of hybrid
systems, under the assumption that the mode-to-switch is
known at each switching/impulse instant.

To this end, we define the hybrid state by z =
�

y⊤ ξ a b
�⊤ ∈ X := Rn+1 × I 2, where the component

y ∈ Rn is a copy of the state x of the impulsive switched
system, the component ξ ∈ R is the timer for dealing with
the condition (6) and the components a, b ∈ I are the cur-
rent mode and the mode-to-go, respectively. We start with an
autonomous switched impulsive system; i.e., it has dynamics
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given by (1). We appeal to the hybrid model in [8], described
compactly by the following inclusions:

ż ∈ F(z), z ∈ C

z+ ∈ G(z), z ∈ D
(14)

with data C , D, F, G given by

C = Rn × [0, T]×I 2, (15a)

D =
�

(y,ξ, a, b) ∈ X : ξ ∈ [0, T −max{d(a, b, y), 0}]
	

,
(15b)

F(z) =







fa(y)
[c(a), max{c(a), 0}]

0
0






, (15c)

G(z) =







ga,b(y)
Ξ(z)

b
I






, (15d)

where

Ξ(z) :=

¨

{ξ+ d(a, b, y)} if d(a, b, y)⩾ 0,

[max{0,ξ+ d(a, b, y)},ξ] if d(a, b, y)< 0.
(16)

When the switched impulsive system has an input; i.e., it
has dynamics given by (2), we alternatively consider the hy-
brid model in [31], described compactly by the following in-
clusions:

ż ∈ F(z, u), (z, u) ∈ C

z+ ∈ G(z, u), (z, u) ∈ D
(17)

with data C , D, F, G given by

C = Rn × [0, T]×I 2 ×Rm, (18a)

D =
�

(y,ξ, a, b) ∈ X : ξ ∈ [0, T −max{0, d(a, b, y)}]
	

×Rm,
(18b)

F(z, u) =







fa(y, u)
[c(a),max{c(a), 0}]

0
0






, (18c)

G(z, u) =







ga,b(y, u)
Ξ(z)

b
I






(18d)

where Ξ(z) is defined in (16). It is not difficult to verify that
the hybrid systems (15), (18) are well-posed as defined in
[8], [31], in the sense that

• C and D are closed subsets of X for (15) (resp. closed
subsets of X ×Rm for (18));

• F is outer semicontinuous and locally bounded relative to
C and F(z) (resp. F(z, u)) is convex for every z ∈ C (resp.
(z, u) ∈ C);

• G is outer semicontinuous and locally bounded relative to
D.

We now provide some explanation of the hybrid systems
(15), (18). Indeed, the first components in (15c), (15d)
or (18c), (18d) show that y mimics the dynamics of the
state of the impulsive switched system. To capture the con-
dition (6), we let the timer ξ flow with a flow map in the
set [c(a),max{c(a), 0}] when ξ ∈ [0, T]. Meanwhile, ξ can
also jump – corresponding to a switch/impulse for the im-
pulsive switched system – with a jump map in the set Ξ(z)
when ξ ∈ [0, T −max{d(a, b, y), 0}]. When jump occurs, the
current mode a is updated to the mode-to-go b, whereas b
can be changed to any mode in I .

Let dom z ⊂ R⩾0×N denote the hybrid time domain of a hy-
brid solution z of (15) or a hybrid solution pair (z, u) of (18).
We provide a few definitions regarding hybrid solutions.

Definition 4. A hybrid solution z or a hybrid solution pair
(z, u) is called

• Complete, if dom z is unbounded;

• Non-Zeno, if either it is not complete, or domt z := {t :
∃ j s.t. (t, j) ∈ dom z} is unbounded;

• Double-jump-free, if for any t ∈ domt z, the set { j : (t, j) ∈
dom z} contains at most 2 elements;

• Proper, if it is complete, non-Zeno and double-jump-free.

The following proposition states the equivalence between
the impulsive switching signal/state pair of the impulsive
switched system and the solution of the hybrid system.

Proposition 3.4. There is a surjective map from the proper hy-
brid solutions of (15) or proper hybrid solution pairs of (18)
with hybrid input u(t, jt) = w(t), jt := max{ j : (t, j) ∈
dom z} to the switching signals (σ,T ) ∈ Σ(c, d, T ), given by

σ(t) = a(t, jt), (19a)

T = {t : ∃ j s.t. (t, j), (t, j + 1) ∈ dom z}. (19b)

Moreover, the corresponding state of the impulsive switched sys-
tem is given by

x(t) = y(t, jt). (20)

The implication of Proposition 3.4 is two-folded. On the
one hand, surjectivity and the formula (20) imply that we
can conclude stability results for the impulsive switched sys-
tem, by analyzing the corresponding stability properties of
the hybrid system. On the other hand, we can always obtain
an impulsive switching signal (σ,T ) ∈ Σ(c, d, T ) via the for-
mula (19), by generating a proper solution or solution pair
of the hybrid system.

Proof. We only provide the proof for the case of hybrid sys-
tem (15), as the proof for the case of hybrid system (18) is
almost identical.

To show that each impulsive switching signal (σ,T ) ∈
Σ(c, d, T ) can be expressed as a proper solution of the hybrid
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system (15) via the formula (19), let (σ,T ) ∈ Σ(c, d, T ), x :
R⩾0 −→ Rn be an arbitrary pair of impulsive switching signal
and the state trajectory of the impulsive switched system (1).
Let the set of switching instants be T := {t1, t2, · · · } and take
t0 = 0 as the convention. We consider the case when T is
infinite, and define a complete hybrid arc z : dom z −→X as
follows:

• dom z =
⋃

i∈N[t i , t i+1]× {i}.

• y(t, j) = x(t) for all t ∈ [t j , t j+1) and y(t j+1, j) =
limt−→t−j+1

x(t).

• a(t, j) = σ(t j) for all t ∈ [t j , t j+1].

• b(t, j) = σ(t j+1) for all t ∈ [t j , t j+1].

• ξ(t, j) : dom z −→ [0, T], with t ∈ (t j , t j+1), is constructed
as follows:

ξ(0,0) = 0, (21a)

∂

∂ t
ξ(t, j) =

¨

0 if ξ(t, j) = 0 and c(a(t, j))< 0,

c(a(t, j)) otherwise
(21b)

ξ(t j , j) = lim
t−→t−j

ξ(t, j), (21c)

ξ(t j , j + 1) =max{0,ξ(t j , j) + d(a(t j , j), b(t j , j), y(t j , j))}.
(21d)

The complete hybrid arc z when T is finite or empty can also
be defined similarly, taking into the account that the mode-to-
go b(t, j) can be assigned arbitrarily and the timer ξ(t, j) can
be defined to be constant after the last jump. By construction,
(19) and (20) hold for all t ⩾ 0. Also, this hybrid solution is
proper due to the properties of the impulsive switching signal
(σ,T ). We are left to show that the hybrid arc z defined
above is a solution to the hybrid system with dynamics (15).

It is easy to check that y(t, j), a(t, j), b(t, j) and the dy-
namics of ξ(t, j) as in (21) are compatible with the contin-
uous flow F(z) and discrete jump G(z) in (15). We now
need to check that continuous flow happens only when z ∈ C
and discrete jump only happens when z ∈ D and we will
prove this by contradiction. Note that because both (21b)
and (21d) will not change ξ(t, j) to be negative, incompat-
ibility will only occur if there exists (t, j) ∈ dom z such that
ξ(t, j)> T . In this case, let

(t, j) := sup
�

(t, j) ∈ dom z : (t, j)⩽ (t, j),ξ(t, j) = 0
	

.

It is noted that the set above is non-empty as ξ(0,0) = 0.
Also (t, j) ∈ dom z, as {(t, j) ∈ dom z : (t, j) ⩽ (t, j)} is com-
pact and both ξ(t, j), d(a(t, j), b(t, j), y(t, j)) are continuous
in t over each interval [t j , t j+1]×{ j}. Hence ξ(t, j) = 0, and

for any (t, j) ∈ dom z with (t, j) < (t, j) ⩽ (t, j), we have

ξ(t, j) > 0. Thus, it follows from (21b) that ∂
∂ tξ(t, j) =

c(a(t, j)) during the flow. Moreover, it also implies that
ξ(t, j+1)−ξ(t, j) = d(a(t, j), b(t, j), x(t, j)) at the jumps, or

otherwise the dynamics (21d) suggests that ξ(t j , j + 1) = 0,
which contradicts the supremum property of (t, j). As a re-
sult, we have

T < ξ(t, j)− ξ(t, j)

=

∫ t

t

∂

∂ t
ξ(t, jt)d t +

∑

(t, j) ∈ dom z s.t
(t, j)< (t, j)⩽ (t, j), (t, j + 1) ∈ dom z.

(ξ(t, j + 1)− ξ(t, j))

=

∫ t

t

c(a(t, jt))d t +
∑

(t, j) ∈ dom z s.t
(t, j)⩽ (t, j)⩽ (t, j), (t, j + 1) ∈ dom z.

d(a(t, j), b(t, j), y(t, j))

=

∫ t

t

c(σ(τ))dτ+
∑

τ∈(s,t]∩T

d(σ(τ−),σ(τ), x(τ−))

which is a contradiction to (6).
To show that all proper solutions of the hybrid system (15)

can be mapped to impulse switching signals in Σ(c, d, T ) via
the formula (19), we let z : dom z −→ X be an arbitrary
proper solutions of the hybrid system (15). Clearly, it yields
σ : R⩾0 −→ I , T ⊂ R>0 by (19) and x : R⩾0 −→ Rn by
(20). The compatibility condition is satisfied by construction
and non-Zeno condition is satisfied because z is non-Zeno.

We are left to show that (σ,T ) satisfies the condition (6).
Note that because z is complete, ξ(t, j) ∈ [0, T] for all (t, j) ∈
dom z. Thus for any t > s ⩾ 0, it follows from the dynamics
of ξ in (15c), (15d), and the fact z is double-jump-free that

∫ t

s

c(σ(τ))dτ+
∑

τ∈(s,t]∩T (σ)

d(σ(τ−),σ(τ), x(τ−))

=

∫ t

s

c(a(τ, jτ))dτ+
∑

(τ, k) ∈ dom z s.t
(s, js)⩽ (τ, k)⩽ (t, jt ),
(τ, k+ 1) ∈ dom z.

d(a(τ, k), b(τ, k), y(τ, k))

⩽
∫ t

s

∂

∂ τ
ξ(τ, jτ)d t +

∑

(τ, k) ∈ dom z s.t
(s, js)⩽ (τ, k)⩽ (t, jt ),
(τ, k+ 1) ∈ dom z.

(ξ(τ, k+ 1)− ξ(τ, k))

= ξ(t, jt)− ξ(s, js)⩽ T.

which is exactly (6) and this completes the proof.

4. Stability of autonomous impulsive switched systems

Having discussed some properties of the impulsive switch-
ing signal, we now turn to the study of uniform stability
properties of the impulsive switched systems. We first pro-
vide stability result for the autonomous impulsive switched
systems (1). Following the methodology employed in [6],
we adopt a similar approach by considering an assumption
which requires the existence of multiple Lyapunov functions,
each corresponding to a subsystem.

Assumption 1. There exist smooth Lyapunov functions Vi :
Rn −→ R⩾0 for all i ∈ I , satisfying the conditions:
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• There exist α,α ∈K∞ such that

α(|x |A )⩽ Vi(x)⩽ α(|x |A ), ∀x ∈ Rn, i ∈ I . (22)

• There exist a partition I = Is ∪ Iu, functions αi ∈ P D
such that
¬ ∂

∂ x
Vi(x), fi(x)

¶

⩽ −αi(Vi(x)) ∀x ∈ Rn, i ∈ Is, (23a)

¬ ∂

∂ x
Vi(x), fi(x)

¶

⩽ αi(Vi(x)) ∀x ∈ Rn, i ∈ Iu. (23b)

Remark 4.1. Note that the inequality in (23a) is the equiv-
alent definition of GAS for continuous-time systems [17].
Thus, all subsystems in Is are GAS. However, the partition
Is,Iu is not necessarily an indicator whether a subsystem is
GAS or not. This is because, even if a subsystem is GAS, it
may still lead to the inequality (23b) due to the improper
choice of Vi . In this case, this subsystem needs to be catego-
rized to the set Iu.

To state the main stability result, we need one regularity
assumption on the functions αi , i ∈ I .

Assumption 2. The functions αi are globally one-sided Lip-
schitz; that is, for each i ∈ I , there exists c̄i > 0 such that

αi(t)−αi(s)⩽ c̄i(t − s) (24)

for all t ⩾ s ⩾ 0, i ∈ I .

Assumption 2 is not restrictive. Please refer to [22,
Lemma 6] to see how an arbitrary positive definite function
can be majorized to be a globally one-sided Lipschitz function
with prescribed Lipschitz constant c̄i .

4.1. Stability result for autonomous systems

We now state the first main theorem of this paper:

Theorem 4.2. Consider the autonomous impulsive switched
system (1) and assume that Assumptions 1,2 hold on the sub-
systems. Pick arbitrary positive constants κi , i ∈ I and define
functions c : I −→ R, d : I 2 ×Rn −→ R with d(i, j, x) con-
tinuous in x, such that

c(i)> −κi , ∀i ∈ Is, (25)

c(i)> κi , ∀i ∈ Iu, (26)

and for all i, j ∈ I , x ∈ Rn, it holds that,

d(i, j, x)>

∫ Vj(gi, j(x))

1

κ j

α j(r)
dr −

∫ Vi(x)

1

κi

αi(r)
dr. (27)

Then, for any T > 0, the system (1) is GAS uniformly over
Σ(c, d, T ).

Proof. The inequalities (25), (26) imply the existence of ε >
0 such that

c(i)⩾ −κi + ε ∀i ∈ Is, (28a)

c(i)⩾ κi + ε ∀i ∈ Iu. (28b)

On the other hand, because both d(i, j, x),
∫ Vj(gi, j(x))

1

κ j

α j(r)
dr−

∫ Vi(x)
1

κi
αi(r)

dr are continuous in x for each pair (i, j) ∈ I 2, it
is induced by (27) that there exists a continuous function
ρ̃ : R⩾0 −→ R>0 such that, for all i, j inI and x ∈ Rn,

d(i, j, x)−

�

∫ Vj(gi, j(x))

1

κ j

α j(r)
dr −

∫ Vi(x)

1

κi

αi(r)
dr

�

⩾ ρ̃(|x |A ).

(29)
Define the hybrid Lyapunov function by

V̄ (z) := eT−ξϕa

�

Va(y)
�

, (30)

where

ϕi(s) :=

¨

exp
�

∫ s

1
κi
αi(r)

dr
�

, if s > 0,

0, if s = 0.
(31)

For system (14), let us consider the attractor

A ∗ :=A × [0, T]×I 2, (32)

then |z|A ∗ = |y|A . It is implied by [22, Lemma 8] that ϕi ∈
K∞ for all i ∈ I . Thus it follows from the condition (22)
and the fact ξ ∈ [0, T] that

α̌(|z|A ∗)⩽ V̄ (z)⩽ α̂(|z|A ∗) ∀z ∈ X , (33)

where α̌(s) := mini∈I ϕi

�

α(s)
�

, α̂(s) := eT maxi∈I ϕi (α(s))
and both α̌, α̂ ∈ K∞. We will then examine the flow of V̄
when z ∈ C , and the jump of V̄ when z ∈ D individually.

Pick arbitrary z ∈ C , f ∈ F(z). When a ∈ Is, it follows
from (15c), (23a) and (28a) that



∂

∂ z
V̄ (z), f

·

⩽ eT−ξϕ′a(Va(y))


∂

∂ y
Va(y), fa(y)

·

− c(a)eT−ξϕa

�

Va(y)
�

⩽ −eT−ξκaϕa(Va(y))
αa(Va(y))

αa(Va(y))− c(a)eT−ξϕa

�

Va(y)
�

= −(κa + c(a))eT−ξϕa

�

Va(y)
�

= −εV̄ (z),

where we have also used the fact that the derivative of ϕi is
given by

ϕ′i(s) =
κiϕi(s)
αi(s)

. (34)

Similarly, when a ∈ Iu, it follows from (15c), (23b) and
(28b) that



∂

∂ z
V̄ (z), f

·

⩽ eT−ξκaϕa(Va(y))
αa(Va(y))

αa(Va(y))

− c(a)eT−ξϕa

�

Va(y)
�

= (κa − c(a))eT−ξϕa

�

Va(y)
�

= −εV̄ (z).
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As a result, by appealing to the first inequality in (33), we
conclude that



∂

∂ z
V̄ (z), f

·

⩽ −αc(|z|A ∗) ∀z ∈ C , f ∈ F(z), (35)

where αc(s) := εα̌(s) ∈K∞ ⊂ P D.
On the other hand, pick arbitrary z ∈ D, g ∈ G(z). It fol-

lows from (15d) and (29) that

V̄ (g)⩽ eT−max{0,ξ+d(a,b,y)}ϕb

�

Vb(ga,b(y))
�

⩽ eT−ξ−d(a,b,y)ϕb

�

Vb(ga,b(y))
�

= eT−ξϕa

�

Va(y)
�

e−d(a,b,y)
ϕb

�

Vb(ga,b(y))
�

ϕa

�

Va(y)
�

= V̄ (z)e−d(a,b,y)+
∫ Vb (ga,b (y))

1
κb
αb (r)

dr−
∫ Va (y)

1
κa
αa (r)

dr

⩽ V̄ (z)e−ρ̃(|z|A∗ ).

Hence V̄ (g) − V̄ (z) ⩽ −H(z) for all z ∈ D, g ∈ G(z), where
H(z) = V̄ (z)(1− e−ρ̃(|z|A∗ )). Because H(z) is continuous in z,
H(z) = 0 for all z ∈ A ∗ and H(z) > 0 for all z ̸∈ A ∗, there
exists αd ∈ P D such that H(z)⩾ αd(|z|A ∗) and hence

V̄ (g)− V̄ (z)< −αd(|z|A ∗) ∀z ∈ D, g ∈ G(z). (36)

Therefore, by [8, Theorem 3.18], the conditions
(33),(35),(36) imply that the hybrid system (15) is
uniformly globally pre-asymptotically stable with respect to
the setA ∗; i.e., there exists β∗ ∈KLL such that

|z(t, j)|A ∗ ⩽ β∗(|z0|A ∗ , t, j) (37)

holds for all (t, j) ∈ dom z. It then follows from the relation
between the solutions of the impulsive switched system (1)
and the solutions of the hybrid system (15) given by Proposi-
tion 3.4 that by picking β(s, t) = β∗(s, t, 0), we conclude (3),
which shows that the impulsive switched system is GAS.

We remark here that when the jumps are convergent and
the finite-time reachable set is bounded (which hold when
gi, j are all identity maps), the conditions (25), (26) and a
condition slightly stronger than (27), in the form of the exis-
tence ε > 0 such that, for all i, j ∈ I , x ∈ Rn,

d(i, j, x)⩾
∫ Vj(gi, j(x))

1

κ j

α j(r)
dr −

∫ Vi(x)

1

κi

αi(r)
dr + ε

not only guarantee that the system is GAS uniformly over
Σ(c, d, T ) by Theorem 4.2, but also ensure that all signals
satisfying (6) are non-Zeno and hence belong to Σ(c, d, T )
by Proposition 3.3.

It is noted in Theorem 4.2 that since the parameters κi can
be chosen arbitrarily, they will give different functions c, d.
For many impulsive switched systems with mathematically
similar subsystems, the functions αi are comparable; that is,
they are constant multiples of each other. In this case, there
is a natural choice of κi which can simplify the expression
(27). This is stated by the following corollary.

Corollary 4.3. Consider the autonomous impulsive switched
system (1) and assume that Assumption 1 holds on the subsys-
tems. Further assume that there exists a globally one-sided Lisp-
chitz function α∗ ∈ P D such that αi = κiα

∗ for some κi > 0
and all i ∈ I . Define functions c : I −→ R satisfying (25),
(26) and d : I 2 × Rn −→ R with d(i, j, x) continuous in x,
satisfying

d(i, j, x)>

∫ Vj(gi, j(x))

Vi(x)

1
α∗(r)

dr ∀i, j ∈ I , x ∈ Rn. (38)

Then, for any T > 0, the system (1) is GAS uniformly over
Σ(c, d, T ).

The condition for d(i, j, x) can be further simplified when
αi are linear functions.

Corollary 4.4. Consider the autonomous impulsive switched
system (1) and assume that Assumption 1 holds on the subsys-
tems. Further assume that αi(s) = κis for some κi > 0 and
all s ⩾ 0, i ∈ I . Define functions c : I −→ R satisfying (25),
(26) and d : I 2 × Rn −→ R with d(i, j, x) continuous in x,
satisfying

d(i, j, x)> ln Vj(gi, j(x))− ln Vi(x). (39)

Then, for any T > 0, the system (1) is GAS uniformly over
Σ(c, d, T ).

4.2. A case study of autonomous systems
Here we provide a case study of an n-dimensional au-

tonomous impulsive switched system with linear subsystems
and linear jumps

ẋ(t) = Aσ(t)x(t), t ̸∈ T , (40a)

x(t) = Bi, j x(t
−), t ∈ Ti, j , (i, j) ∈ I 2, (40b)

and show how Theorem 4.2 can be used to identify a class of
impulsive switching signals, uniformly over which the system
is GAS. Case studies of impulsive switched systems with par-
ticular nonlinear subsystems and nonlinear jumps will appear
later in Section 5, where the example systems have inputs.

Suppose that there is a partition I = Is∪Iu such that only
the subsystems with indices in Is are GAS. We can therefore
assume the existence of λi > 0 for all i ∈ I such that

A⊤i Pi + PiAi +λi Pi ⪯ 0, ∀i ∈ Is, (41a)

A⊤i Pi + PiAi −λi Pi ⪯ 0, ∀i ∈ Iu, (41b)

where ⪯ 0 means the matrix on the left is negative semi-
definite. By picking the Lyapunov functions Vi(x) =
x⊤Pi x , we conclude that Assumption 1 holds with α(s) :=
min∪i∈IΛ(Pi), α(s) := max∪i∈IΛ(Pi) and αi(s) := λis,
where Λ(Pi) denotes the spectrum of Pi . Since all αi are
linear, the functional parameters c(i), d(i, j, x) can be con-
structed according to (25), (26) and (39) with some ε > 0
such that

c(i) =

¨

−λi + ε if i ∈ Is,

λi + ε if i ∈ Iu,

10



d(i, j, x) = ln x⊤B⊤i, j PjBi, j x − ln x⊤Pi x + ε.

Furthermore, Corollary 4.4 implies that the system (40) is
GAS uniformly over Σ(c, d, T ).

Now if we assume Iu = ;, define λ :=mini∈I λi , and pick
µ⩾ 0 such that

B⊤i, j PjBi, j −µPi ⪯ 0 ∀(i, j) ∈ I 2, (42)

then we have c(i) ⩽ −λ+ ε, d(i, j, x) ⩽ lnµ+ ε and hence
Σ(−λ + ε, lnµ + ε, T ) ⊂ Σ(c, d, T ). Meanwhile, according
to the discussion in Section 3.1, Σ(−λ + ε, lnµ + ε, T ) is a
class of switching signals satisfying ADT condition, with ADT
parameter lnµ+ε

λ−ε and chatter bound T
lnµ+ε . Consequently, the

system (40) is also GAS with ADT switching signals. Note
that by taking ε −→ 0, the infimum of ADT parameter lnµ

λ

coincides with the result in [15].
On the contrary, if Iu ̸= ;, let λs := mini∈Is

λi , λu :=
maxi∈Iu

λi . If we still assume that (42) holds for some µ⩾ 0,
then we can similarly conclude that c(i) ⩽ −λs + ε for all
i ∈ Is, c(i) ⩽ λu + ε for all i ∈ Iu and d(i, j, x) ⩽ lnµ+ ε.
Hence, the condition (6) is satisfied if,

(−λs + ε)

∫ t

s

1σ(t)∈Is
dτ+ (λu + ε)

∫ t

s

1σ(t)∈Iu
dτ

+ (lnµ+ ε)|(s, t]∩T |⩽ T,

for all t > s ⩾ 0. After rearranging the terms, we obtain

(λu +λs)

∫ t

s

1σ(t)dτ+ (lnµ+ ε)|(s, t]∩T |

⩽ (λs − ε)(t − s) + T,

which is satisfied if the switching signals satisfy ADT and AAT
conditions, in the sense that

∫ t

s

1σ(t)dτ⩽ η(t − s) + T0,

|(s, t]∩T |⩽
t − s
τa
+ N0,

with some parameters η, T0,τa, N0 such that

(λu +λs)η+
lnµ+ ε
τa
⩽ λs − ε, (43)

(λu +λs)T0 + (lnµ+ ε)N0 ⩽ T. (44)

Divide both sides of (43) by λs and take ε −→ 0, we obtain
�

λu

λs
+ 1

�

η+
lnµ
λsτa

< 1, (45)

which is exactly the formula guaranteeing GAS of a switched
system with unstable subsystems as in [22].

As a numerical illustration, let n = 2,I = {1, 2,3} and
consider the matrices

A1 =
�

−0.1 −1
2 −0.1

�

, A2 =
�

−0.1 −2
1 −0.1

�

, A3 =
�

0.1 −1
2 0.1

�

, (46)

0 20 40 60 80 100 120 140 160 180 200

−2

0

2

Figure 1: Plot of a solution of the system (40) with the given numerical
parameters. The solid curve is x1(t) and dashed curve is x2(t). Different
color represents the current activated mode. Blue: mode 1; green: mode 2;
red: mode 3. The vertical dotted lines indicate the switching instants.

Bi, j =
�

0 1
1 0

�

∀i, j ∈ I . (47)

Notice that only A1 and A2 are Hurwitz matrices so Is =
{1, 2}, Iu = {3}. Meanwhile, Bi, j has the property that when-
ever a switch/impulse occurs, the state x1, x2 will swap. It
can be numerically verified that the inequalities (41) are sat-
isfied with λ1 = λ2 = 0.1335,λ3 = 0.2665 and matrices

P1 = P3 =
�

7.4876 0.1244
0.1244 3.7562

�

, P2 =
�

3.7562 −0.1244
−0.1244 7.4876

�

. (48)

Furthermore, the inequality (42) is satisfied with µ= 2. Pick

ε = 0.01, T = 5 and an initial state x0 =
�

1 0
�⊤

. With
the help of HyEQ toolbox [30] in MATLAB, the solution tra-
jectory of this impulsive switched system (40), subjected to
an impulsive switching signal (σ,T ) ∈ Σ(c, d, T ) generated
by the hybrid system (15), is plotted in Fig. 1. Indeed, this
solution is convergent since the system is GAS, while there
is an elapse of 12 units of time for each switch on average,
with the unstable mode 3 being activated for 27% of the to-
tal time. On the other hand, when this system is subjected to
ADT switching signals with ADT parameter τa = 12, it can
be computed by (45) that η= 19%, smaller than 27% which
is observed earlier when a switching signal from Σ(c, d, T ) is
applied. This comparison shows that the results in this paper
provide a broader class of impulsive switching signals, in-
cluding those satisfying the ADT/AAT-mixed condition (45),
uniformly over which the impulsive switched system is GAS.

5. Impulsive switched systems with inputs

We now switch our focus to impulsive switched systems
with inputs (2). Similar stability results can also be con-
cluded for such systems, based on an assumption requiring
the existence of multiple Lyapunov functions corresponding
to the individual subsystems.

Assumption 3. There exist C 1 Lyapunov functions Vi :
Rn −→ R⩾0 for all i ∈ I , satisfying the conditions:

• There exist α,α ∈K∞ such that

α(|x |A )⩽ Vi(x)⩽ α(|x |A ), ∀x ∈ Rn, i ∈ I . (49)
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• There exist a disjoint partition I = Is∪Iu, functions αi ∈
P D and γc ∈K such that, for all x ∈ x ∈ Rn, w ∈ Rm,
¬ ∂

∂ x
Vi(x), fi(x , w)

¶

⩽ −αi(Vi(x)) + γc(|w|), i ∈ Is,

(50a)
¬ ∂

∂ x
Vi(x), fi(x , w)

¶

⩽ αi(Vp(x)) + γc(|w|), i ∈ Iu.

(50b)

• There exist continuous functions χi, j : R⩾0 −→ R⩾0 for all
(i, j) ∈ I 2 and γd ∈K such that

Vj(gi, j(x , w))⩽ χi, j(Vi(x)) + γd(|w|) (51)

for all x ∈ Rn, w ∈ Rm.

Remark 5.1. Assumption 3 is the standard set of descriptions
on the nonlinear dynamics of the subsystems and the possible
jumps between them. For each subsystem in Is, the condi-
tion (50a) provide a necessary and sufficient condition for it
to be iISS [1]. In addition if it is assumed that αi in (50a)
is K∞, then each subsystem in Is is ISS. Meanwhile, the
condition (51) describes how the input at switching/impulse
instants may affect the jumps of the system state.

5.1. Stability result for systems with inputs
The stability results for iISS or ISS impulsive switched sys-

tems are summarized in the following theorem.

Theorem 5.2. Consider the impulsive switched system with
an input (2) and assume that Assumption 3 and Assumption 2
hold on the subsystems. Pick arbitrary positive constants κi , i ∈
I and define functions c : I −→ R satisfying (25), (26), d :
I 2 −→ R with d(i, j, x) continuous in x, such that, for all
i, j ∈ I , x ∈ Rn,

d(i, j, x)>

∫ χi, j(Vi(x))

1

κ j

α j(r)
dr −

∫ Vi(x)

1

κi

αi(r)
dr. (52)

Then, for any T > 0, the system (2) is iISS uniformly over
Σ(c, d, T ). Moreover, if it is assumed in Assumption 3 that αi ∈
K∞, and instead of (52), there exists ε > 0 such that, for all
i, j ∈ I , x ∈ Rn,

d(i, j, x)⩾
∫ χi, j(Vi(x))

1

κ j

α j(r)
dr −

∫ Vi(x)

1

κi

αi(r)
dr + ε. (53)

Then, for any T > 0, the system (2) is ISS uniformly over
Σ(c, d, T ).

Comparing Theorem 5.2 with Theorem 4.2, we observe the
following two subtle differences:

• The condition (27) is almost identical to the condition
(52), except that while the lower bound on d(i, j, x) as
in (27) relies on Vj(gi, j(x)), which is the value of the new
Lyapunov function after the jump, this term is relaxed by
χi, j(Vi(x)) in (52). This difference is due to the fact that
when the arbitrary and unknown input signal w is present,
the value of the new Lyapunov function Vj(gi, j(x , w)) is not
accessible before the jump and has to be estimated.

• The condition (53) is stronger than the condition (52)
when further proving that an impulsive switched system
is ISS uniformly over Σ(c, d, T ), in the sense that the dif-
ference between the left-hand side and right-hand side
of (52) needs to be bounded uniformly with respect to
x . Without this uniform condition (53), an impulsive
switched system can be GAS with 0 input but not ISS. Such
systems are recently studied in [28].

Proof. Similar to the proof of Theorem 4.2, there exists ε > 0
(without loss of generality, can be assumed to be the same as
the one for the inequality (53)) such that (28a), (28b) hold.
Also, when (52) holds, there exists a continuous function ρ̃ :
R⩾0 −→ R>0 such that, for all i, j ∈ I , x ∈ Rn,

d(i, j, x)−

�

∫ χi, j(Vi(x))

1

κ j

α j(r)
dr −

∫ Vi(x)

1

κi

αi(r)
dr

�

⩾ ρ̃(|x |A ).

(54)
Define the hybrid Lyapunov function by

W̄ (z) := ϕ−1
a

�

V̄ (z)
�

, (55)

where V̄ is defined in (30) andϕa is defined in (31). It can be
directly seen that since ξ ∈ [0, T], W̄ (z) ⩾ Va(y). Moreover,
by defining θ (s) := ϕ−1

a (e
T−ξϕa(s)) with fixed a ∈ I ,ξ ∈

[0, T], it can be concluded from Lemma A.2 that W̄ (z) =
θ (Va(y)) ⩽ e

c̄a
κa
(T−ξ)(Va(y)− 0) + θ (0) ⩽ e

c̄a
κa

T Va(y). Define
the setA ∗ as in (32). Appeal to (49) and the fact that |z|A ∗ =
|y|A , we have

α̌(|z|A ∗)⩽ W̄ (z)⩽ α̂(|z|A ∗) ∀z ∈ X , (56)

where α̌(s) := α(s), α̂(s) := eκTα(s), and

κ :=max
i∈I

c̄i

κi
, (57)

and both α̌, α̂ ∈ K∞. We will then examine the flow of W̄
when (z, w) ∈ C , and the jump of W̄ when (z, w) ∈ D indi-
vidually.

Pick arbitrary (z, w) ∈ C , f ∈ F(z, w). When a ∈ Is, it
follows from (18c), (50a) and (28a) that

¬ ∂

∂ z
V̄ (z), f

¶

⩽ eT−ξκaϕa(Va(y))
αa(Va(y))

(−αa(Va(y)) + γc(|w|))

− c(a)eT−ξϕa

�

Va(y)
�

= −(κa + c(a))eT−ξϕa

�

Va(y)
�

+ eT−ξκaϕa(Va(y))
αa(Va(y))

γc(|w|)

⩽ −εV̄ (z) + eT κa V̄ (z)
αa(Va(y))

γc(|w|).

Similarly, when a ∈ Iu, it follows from (18c), (50b) and
(28b) that

¬ ∂

∂ z
V̄ (z), f

¶

⩽ eT−ξκaϕa(Va(y))
αa(Va(y))

(αa(Va(y)) + γc(|w|))

− c(a)eT−ξϕa

�

Va(y)
�
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= (c(a)−κa)e
T−ξϕa

�

Va(y)
�

+ eT−ξκaϕa(Va(y))
αa(Va(y))

γc(|w|)

⩽ −εV̄ (z) + eT κa V̄ (z)
αa(Va(y))

γc(|w|).

In other words, in both cases, we have



∂

∂ z
V̄ (z), f

·

⩽ −εV̄ (z) + eT κa V̄ (z)
αa(Va(y))

γc(|w|). (58)

Meanwhile, it follows from (34) that

(ϕ−1
i )
′(s) =

1

ϕ′i(ϕ
−1
i (s))

=
αi(ϕ−1

i (s))

κas
. (59)

Hence,



∂

∂ z
W̄ (z), f

·

⩽
αa

�

ϕ−1
a (V̄ (z))

�

κa V̄ (z)



∂

∂ z
V̄ (z), f

·

⩽ −
ε

κa
αa(W̄ (z)) + eT αa(W̄ (z))

αa(Va(y))
γc(|w|).

Finally, since ϕa

�

W̄ (z)) = eT−ξϕa(Va(y)) ⩽ eTϕa(Va(y)),
it follows from Lemma A.1 and (57) that αa(W̄ (z)) ⩽
e

c̄a
κa

Tαa(Va(y)). Thus, for every (z, w) ∈ C , f ∈ F(z, w),


∂

∂ z
W̄ (z), f

·

⩽ −αh
c (W̄ (z)) + γc(|w|) (60)

where for any s ⩾ 0, αh
c (s) := εmini∈I

αi(s)
κi

and γc(s) :=
e(1+κ)Tγc(s). We immediately observe that αh

c ∈ P D and γc ∈
K . Furthermore, there exists αc ∈ P D such that αc(|z|A ∗)⩽
αh

c (W̄ (z)). Hence, for all (z, w) ∈ C , f ∈ F(z, w),


∂

∂ z
W̄ (z), f

·

⩽ −αc(|z|A ∗) + γc(|w|). (61)

Moreover, when all αi ∈ K∞, we also have αc ∈ K∞ (e.g.,
αc(s) := αh

c (α̌(s))).
On the other hand, pick arbitrary (z, w) ∈ D, g ∈ G(z, w).

It follows from (18d), (51) that

V̄ (g)⩽ eT−max{0,ξ+d(a,b,y)}ϕb

�

Vb(ga,b(y))
�

⩽ eT−max{0,ξ+d(a,b,y)}ϕb

�

χa,b(Va(y)) + γd(|w|)
�

.

Define θ (s) := ϕ−1
b

�

eT−max{0,ξ+d(a,b,y)}ϕb(s)
�

. We have
W̄ (g) = ϕ−1

b (V̄ (g)) ⩽ θ
�

χa,b(Va(y)) + γd(|w|)
�

. Hence, it
follows from Lemma A.2 that

W̄ (g)⩽ θ
�

χa,b(Va(y))
�

+ e
c̄b
κb

�

T−max{0,ξ+d(a,b,y)}
�

γd(|w|)

⩽ θ
�

χa,b(Va(y))
�

+ eκTγd(|w|). (62)

Meanwhile, it follows from (52) that

ϕb

�

θ
�

χa,b(Va(y))
�

�

= eT−max{0,ξ+d(a,b,y)}ϕb

�

χa,b(Va(y))
�

⩽ eT−ξ−d(a,b,y)ϕb

�

χa,b(Va(y))
�

= eT−ξϕa

�

Va(y)
�

e−d(a,b,y)
ϕb

�

χa,b(Va(y))
�

ϕa

�

Va(y)
�

= V̄ (z)e−d(a,b,y)+
∫ χa,b (Va (y))

1
κb
αb (r)

dr−
∫ Va (y)

1
κa
αa (r)

dr

⩽ e−ρ̃(|y|)V̄ (z) = e−ρ̃(|z|A∗ )ϕb

�

W̄ (z)
�

.

Plug it into (62), we conclude that W̄ (g) −
W̄ (z) ⩽ −H(z) + γd(|w|), where H(z) := W̄ (z) −
maxi∈I ϕ

−1
i

�

e−ρ̃(|z|A∗ )ϕi(W̄ (z))
�

, γd(s) := eκTγd(s). Clearly
γd ∈ K . Similar to the proof of Theorem 4.2, because H(z)
is continuous in z, H(z) = 0 for all z ∈ A ∗ and H(z) > 0 for
all z ̸∈ A ∗, there exists αd ∈ P D such that H(z)⩾ αd(|z|A ∗)
and hence, for all (z, w) ∈ D, g ∈ G(z, w),

W̄ (g)− W̄ (z)⩽ −αd(|z|A ∗) + γd(|w|). (63)

In addition, the condition (53) ensures that ρ̃(|z|A ∗)⩾ ε for
all z ∈ X . Thus, it is guaranteed by Lemma A.3 that αd ∈
K∞ when αi ∈K∞ for all i ∈ I .

Finally, depending on whether αc,αd ∈ K∞ or P D, the
conditions (56), (61), (63) imply that the hybrid system (18)
is ISS by [3, Theorem 3.1] or iISS by [26, Theorem 1], respec-
tively. In other words, there exist β∗ ∈ KLL , γ∗c ,γ∗d ∈ K
such that

|z(t, j;ξ0, u)|A ∗ ⩽ β∗(|z0|A ∗ , t, j) + γ∗c

�

ess sup
t̂+ ĵ⩽t+ j

|u( t̂, ĵ)|

�

+ γ∗d sup
( t̂, ĵ)∈dom u s.t.

( t̂, ĵ+1)∈dom u, t̂+ ĵ⩽t+ j

|u( t̂, ĵ)|

holds for all (t, j) ∈ dom z, or additionally there exists α∗ ∈
K∞ such that

α∗(|z(t, j;ξ0, u)|A ∗)⩽ β∗(|z0|A ∗ , t, j) +

∫ t

0

γ∗c(|u(s, js)|)ds

+
∑

( t̂, ĵ)∈dom u s.t.
( t̂, ĵ+1)∈dom u, t̂+ ĵ⩽t+ j

γ∗d(|u( t̂, ĵ)|)

holds for all (t, j) ∈ dom z. It then follows from the relation
between the solutions of the impulsive switched system (2)
and the solutions of the hybrid system (18) given by Proposi-
tion 3.4 that by picking β(s, t) = β∗(s, t, 0),γ1 = γ∗c ,γ2 = γ∗d
and α0 = α∗, we conclude the inequalities (4), (5), respec-
tively.

Similar to the corollaries in Section 4.1, the formula for
the function d in Theorem 5.2 can also be simplified when
αi are comparable or linear. These are summarized by the
following results.

Corollary 5.3. Consider the impulsive switched system with
an input (2) and assume that Assumption 3 holds on the sub-
systems. Further assume that there exists α∗ ∈ P D such that
αi = κiα

∗ for some κi ∈ R and all i ∈ I . Define functions
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c : I −→ R satisfying (25), (26) and d : I 2 ×Rn −→ R with
d(i, j, x) continuous in x, satisfying

d(i, j, x)>

∫ χi, j(Vi(x))

Vi(x)

1
α∗(r)

dr, ∀i, j ∈ I , x ∈ Rn. (64)

Then, for any T > 0, the system (2) is iISS uniformly over
Σ(c, d, T ). Moreover, if α∗ ∈ K∞, and instead of (52), there
exists ε > 0 such that

d(i, j, x)⩾
∫ χi, j(Vi(x))

Vi(x)

1
α∗(r)

dr+ε, ∀i, j ∈ I , x ∈ Rn, (65)

then, for any T > 0, the system (2) is ISS uniformly over
Σ(c, d, T ).

Corollary 5.4. Consider the impulsive switched system with an
input (2) and assume that Assumption 3 holds on the subsys-
tems. Further assume that αi(s) = κis for some κi ∈ R and
all s ⩾ 0, i ∈ I . Define functions c : I −→ R satisfying (25),
(26) and d : I 2 × Rn −→ R with d(i, j, x) continuous in x,
such that for some ε > 0, it holds that

d(i, j, x)⩾ lnχi, j(Vi(x))− ln Vi(x) + ε, ∀i, j ∈ I , x ∈ Rn.
(66)

Then, for any T > 0, the system (2) is ISS uniformly over
Σ(c, d, T ).

5.2. Case studies for systems with inputs
We now illustrate through two case studies on how our

theory developed in this work can be applied for finding a
class of switching signals, uniformly over which a switched
system with input is ISS or iISS. In the first example, a class
of switched systems with inputs and nonlinear subsystems is
studied. We show that although each subsystem is ISS, this
system might not be ISS uniformly over any ADT switching
signals. Nevertheless, our results still find a class of switching
signals which preserves uniform ISS. These switching signals
have the feature that the smaller magnitude of the state, the
longer time it is required for the next switch to occur. Anal-
ogously, another class of switched systems with inputs and
nonlinear subsystems is studied which might not be iISS uni-
formly over any ADT switching signals. Our results again find
a class of switching signals which preserves uniform iISS. Un-
like the previous exmaple, this time, these switching signals
have the feature that the larger magnitude of the state, the
longer time it is required for the next switch to occur.

ISS switched system with nonlinear subsystems
Consider a switched system with nonlinear subsystems

ẋ = (x⊤Pi x)
kAi x + Biw (67)

where k > 0 and assume that there are no jumps of state at
switching instants. For simplicity, we assume that all Ai ma-
trices are Hurwitz and Pi are positive definite matrices such
that (41a) holds for some λi > 0. Since

lim
|x |−→0

|(x⊤Pi x)kAi x |
|x |

= 0,

it is implied by [7, Theorem 1] that there exist certain Ai ma-
trices such that for any τd > 0, there exists a switching sig-
nal σ satisfying ADT condition with ADT parameter τd , but
the solution of the unforced switched system does not con-
verge to the origin. Hence the switched system made up with
subsystems (67) is not ISS uniformly for any ADT switching
signals.

We now show that this switched system can be ensured to
be ISS under stronger conditions on the switching signals. To
this end, pick Lyapunov functions1

Vi(x) :=
Æ

x⊤Pi x + 1− 1. (68)

We conclude that

V̇i(x(t)) =
1

2(Vi(x) + 1)

�

(x⊤Pi x)
k x⊤(A⊤i Pi + PiAi)x + 2x⊤Pi Biu

�

⩽
1

2(Vi(x) + 1)

�

− 2λi(x
⊤Pi x)

k x⊤Pi x + 2
Æ

x⊤Pi x∥P
1
2

i Bi∥ |u|
�

⩽
1

2(Vi(x) + 1)

�

−λi

�

(Vi(x) + 1)2 − 1
�k+1
+ 2(Vi(x) + 1)∥P

1
2

i Bi∥ |u|
�

= −λi

(Vi(x) + 1)2 − 1
�k+1

2(Vi(x) + 1)
+ ∥P

1
2

i Bi∥ |u|.

Hence we conclude (50a) with αi(s) := λi
((s+1)2−1)k+1

2(s+1) ∈K∞,

and γc(s) :=maxi∈I ∥P
1
2

i Bi∥s ∈ K . On the other hand, if we
assume that there exist µi, j > 0 such that Pj ⩽ µi, j Pi , then

(Vj(x)+1)2−1= x⊤Pj x ⩽ µi, j x
⊤Pi x = µi, j

�

(Vi(x)+1)2−1
�

.

Because it is assumed that the state does not jump at switch-
ing instants, we conclude that the condition (51) holds with
χi, j(s) :=

Æ

µi, j(s+ 1)2 −µi, j + 1− 1 and any γd ∈K .
It is observed that αi are comparable with α∗(s) =

((s+1)2−1)k+1

s+1 , κi =
λi
2 . Hence we appeal to Corollary 5.3 and

let c(i) := λi
2 + ε for some ε > 0. Meanwhile, define

d(i, j, x) :=

∫ χi, j(Vi(x))

Vi(x)

r + 1
((r + 1)2 − 1)k+1

dr + ε

=
1

2k

�

1
(x⊤Pi x)k

−
1

µk
i, j(x⊤Pi x)k

�

+ ε

=
1−µ−k

i, j

2k(x⊤Pi x)k
+ ε.

We therefore conclude that if µi, j > 1, then d(i, j, x) −→∞
when x −→ 0. In other words, when the state is closer to
the origin, longer time between two consecutive switches is
needed in order for the switched system to be ISS. We also ob-
serve that when a switch occurs at a state x that is sufficiently
close to the origin, then the left-hand side of (6) evaluated
over a sufficiently short time interval only containing that

1We can also pick the Lyapunov functions Vi(x) :=
p

x⊤Pi x = |P
1
2

i x | for
simpler computation despite the fact that these functions are not smooth at
x = 0. Non-smoothness at the origin is not critical for our analysis.
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Figure 2: Plot of a solution of the system (67) with the given numerical
parameters. The solid curve is x1(t) and dashed curve is x2(t). Blue de-
notes mode 1 and green is for mode 2. The vertical dotted lines indicate the
switching instants.

switch will be larger than any finite T . Because ISS implies
GAS when the system is unforced, we conclude that when
the system (67) is unforced, switching signals in Σ(c, d, T )
which make it GAS must be eventually constant.

As a numerical demonstration, consider the case I =
{1,2}, with Ai , Pi matrices given by (46), (48). We assume

that the input matrices are B1 = B2 =
�

0 1
�⊤

and the in-
put signal is w(t) = e−0.1t sin(t). It is computed that µ1,2 =
µ2,1 = 2. With ε = 0.1, k = 0.5, T = 100 and initial state

x0 =
�

1 0
�⊤

, The solution trajectory of the switched system
(67) subjected to a switching signal (σ,T ) ∈ Σ(c, d, T ) is
shown in Fig. 2. Indeed, convergence of solution is observed
when the input is also convergent, which is guaranteed by
the ISS property. It is also seen that the closer the state is
to the origin, the longer dwell-time is needed for the next
switch, which is consistent with the previous discussion.

iISS switched system with nonlinear subsystems
Now let us look at a different switched system with non-

linear subsystems

ẋ = (x⊤Pi x + 1)−kAi x + Biw (69)

where k > 0. Again assume that there are no jumps of state at
switching instants, and Pi are positive definite matrices such
that there exist λi > 0 for all i ∈ I and (41a) holds. This
time because

lim
|x |−→∞

|(x⊤Pi x + 1)−kAi x |
|x |

= 0,

it is again implied by [7, Theorem 2] that there exist certain
Ai matrices such that for any τd > 0, there exists a switch-
ing signal σ satisfying ADT condition with ADT parameter
τd , but the solution of the unforced switched system does
not converge to the origin. Hence the switched system made
up with subsystems (69) is not iISS uniformly for any ADT
switching signals.

To show that this switched system can be ensured to be
iISS under stronger conditions on the switching signals, again
pick the Lyapunov functions (68). We conclude that

V̇i(x) =
1

2(Vi(x) + 1)

�

(x⊤Pi x + 1)−k x⊤(A⊤i Pi + PiAi)x + 2x⊤Pi Biu
�

0 20 40 60 80 100 120 140 160 180 200
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2

Figure 3: Plot of a solution of the system (69) with the given numerical
parameters. The solid curve is x1(t) and dashed curve is x2(t). Blue de-
notes mode 1 and green is for mode 2. The vertical dotted lines indicate the
switching instants.

⩽
1

2(Vi(x) + 1)

�

−λi(x
⊤Pi x + 1)−k x⊤Pi x + 2

Æ

x⊤Pi x∥P
1
2

i Bi∥ |u|
�

⩽
1

2(Vi(x) + 1)

 

−λi(Vi(x) + 1)−2k((Vi(x) + 1)2 − 1)

+ 2(Vi(x) + 1)∥P
1
2

i Bi∥ |u|

!

= −
λi

2

�

(Vi(x) + 1)−2k+1 − (Vi(x) + 1)−2k−1
�

+ ∥P
1
2

i Bi∥ |u|.

Hence we conclude (23a) with αi(s) := λi
2 ((s + 1)−2k+1 −

(s+1)−2k−1) ∈ P D, and the same function γc as for the previ-
ous example. Again these αi functions are comparable with
α∗(s) = (s + 1)−2k+1 − (s + 1)−2k−1, κi =

λi
2 . Hence we ap-

peal to Corollary 5.3 and let c(i) := λi
2 + ε for some ε > 0.

Meanwhile,

d(i, j, x) :=

∫ χi, j(Vi(x))

Vi(x)

1
(r + 1)−2k+1 − (r + 1)−2k−1

dr + ε

⩾
∫ χi, j(Vi(x))

Vi(x)
(r + 1)2k−1dr + ε

=
1

2k

�

(µi, j x
⊤Pi x + 1)k − (x⊤Pi x + 1)k

�

+ ε.

We also conclude that if µi, j > 1, then d(i, j, x) −→∞ when
|x | −→ ∞. In other words, when the state is further away
from the origin, the cost of the switch from mode i to mode j
approaches to infinity and it takes longer time between two
consecutive switches in order for the switched system to be
iISS.

We also perform a numerical demonstration for this sys-
tem (69). With the same values of I , Ai , Bi , Pi , input signal
w(t), initial state x0 and parameters ε, k, T as for the pre-
vious numerical demonstration on system (67), the solution
trajectory of the switched system (69) subjected to a switch-
ing signal (σ,T ) ∈ Σ(c, d, T ) is shown in Fig. 3. Indeed, con-
vergence of solution is observed when the input has bounded
integration, which is guaranteed by the iISS property. It is
also seen that the further away the state is from the origin,
the longer dwell-time is needed for the next switch, which is
consistent with the previous discussion.

6. Conclusion

We have studied the stability of impulsive switched systems
with nonlinear supply functions in this work. A broad class
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of time/mode/state-dependent switching signals, which is
shown to be a superset of many known sets of switching sig-
nals by choosing the appropriate functional parameters, are
defined in this work. We have also shown that these switch-
ing signals can be generated online via the use of an auxiliary
timer while the system is running. By choosing appropriate
functional parameters according to the Lyapunov characteri-
zations of the subsystems, the main results of this work con-
clude UGAS, ISS or iISS of the impulsive switched systems
uniformly over our proposed classes of switching signals.

To build upon the results proposed in this paper, one may
take several routes. One such research direction is to numeri-
cally compute the class of switching signals described via (6)
directly from the system data while constructing the func-
tions Vi stipulated in Assumption 1 or Assumption 3. This
has been done recently for ADT constrained switching signals
in [20, 10] and one could investigate the potential of those
techniques for the switching signals proposed in this paper.
Secondly, it would be interesting to investigate the utility of
proposed class of switching signals in the design of control
related applications.

A. Supporting lemmas for the main results

Modified from the results in [22], we have the following
observations for the function ϕi defined in (31):

Lemma A.1. Let κ > 0 and s ⩾ t > 0 such that ϕi(s) ⩽
κϕi(t). It follows that αi(s)⩽ κ

c̄i
c̃(i)αi(t).

Proof. Fix s ⩾ t > 0. Then, the inequality ϕi(s) ⩽ κϕi(t)
implies that

exp

�∫ s

1

c̃(i)
αi(r)

dr

�

⩽ κexp

�∫ t

1

c̃(i)
αi(r)

dr

�

.

Take logarithm on both sides and subtract the integral on the
right from the left, to get

∫ s

t

c̃(i)
αi(r)

dr ⩽ ln(κ). (A.1)

Define eαi : [t,∞) −→ R+ by eαi(r) := αi(t) + c̄i(r − t). It
follows from Assumption 2 that eαi(r) ⩾ αi(r) for all r ⩾ t.
Hence, continuing from (A.1), we have

ln(κ)⩾
∫ s

t

c̃(i)
eαi(r)

dr =

∫ s

t

c̃(i)
αi(t) + c̄i(r − t)

dr

=
c̃(i)
c̄i

ln
eαi(s)
αi(t)
⩾

c̃(i)
c̄i

ln
αi(s)
αi(t)

,

which results in αi(s)⩽ κ
c̄i

c̃(i)αi(t).

Lemma A.2. The function θ : R⩾0 −→ R⩾0 defined by θ (s) :=
ϕ−1

i (κϕi(s))with any κ⩾ 1 is globally one-sided Lipschitz with

constant κ
c̄i

c̃(i) .

Proof. To show θ is globally one-sided Lipschitz with con-

stant κ
c̄i

c̃(i) , we need to show that θ (t2)−θ (t1)⩽ κ
c̄i

c̃(i) (t2− t1)
for all t2 ⩾ t1 ⩾ 0. In other words, we need to show that

θ (t)−κ
c̄i

c̃(i) t is non-increasing in t over R⩾0. To this end, we
recall the derivatives (34), (59), with which we conclude that
for any t > 0,

d
d t
θ (t) =

d
d t

�

ϕ−1
i

�

κϕi(t)
�

�

=
αi

�

ϕ−1
i (κϕi(t))

�

κc̃(i)ϕi(t)
κc̃(i)ϕi(t)
αi(t)

=
αi(θ (t))
αi(t)

.

Let s := θ (t), so that ϕi(s) = κϕi(t). Since κ ⩾ 1, s ⩾ t > 0

and Lemma A.1 yields αi(s)⩽ κ
c̄i

c̃(i)αi(t). Therefore,

d
d t

�

θ (t)− κ
c̄i

c̃(i) t
�

=
αi(s)
αi(t)

−κ
c̄i

c̃(i) ⩽ 0.

Hence θ (t)− κ
c̄i

c̃(i) t is non-increasing and this completes the
proof.

Lemma A.3. For some ε > 0, define a function

γ(s) := s−max
i∈I

ϕ−1
i

�

e−εϕi(s)
�

. (A.2)

Then it holds that γ ∈K∞ when αi ∈K∞ for all i ∈ I .

Proof. For each i ∈ I , let γi(s) := s − ϕ−1
i

�

e−εϕi(s)
�

. Then
clearly γ ∈K∞ if γi ∈K∞ for all i ∈ I . To show the latter, it
follows from the definition of γi thatϕi

�

(s−γi(s)
�

= e−εϕi(s)
and, after plugging (31) in and taking logarithm, gives

∫ s−γi(s)

1

c̃(i)
αi(r)

dr = −ε+
∫ s

1

c̃(i)
αi(r)

dr.

Hence, we have
∫ s

s−γi(s)

1
αi(r)

dr = ε > 0. (A.3)

When αi ∈ K∞, 1
αi(r)

monotonically decreases to 0 as r in-
creases to infinity; therefore, (A.3) holds for all s > 0 only
when the interval of integration grows to infinity with re-
spect to s. In other words, we conclude that αi ∈ K∞ and
this completes the proof.
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