N
N

N

HAL

open science

Inverse Design of Unitary Transmission Matrices in

Silicon Photonic Coupled Waveguide Arrays using a
Neural Adjoint Model

Thomas W Radford, Peter Wiecha, Alberto Politi, Ioannis Zeimpekis, Otto L

Muskens

» To cite this version:

Thomas W Radford, Peter Wiecha, Alberto Politi, Ioannis Zeimpekis, Otto L Muskens.
Design of Unitary Transmission Matrices in Silicon Photonic Coupled Waveguide Arrays using a

Neural Adjoint Model. 2024. hal-04713884

HAL Id: hal-04713884
https://laas.hal.science/hal-04713884v1

Preprint submitted on 30 Sep 2024

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépot et a la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche francais ou étrangers, des laboratoires
publics ou privés.

Inverse


https://laas.hal.science/hal-04713884v1
https://hal.archives-ouvertes.fr

Inverse Design of Unitary Transmission Matrices
in Silicon Photonic Coupled Waveguide Arrays
using a Neural Adjoint Model

Thomas W. Radford!”, Peter R. Wiecha?, Alberto Politi!, Ioannis Zeimpekis3*, and
Otto L. Muskens !

! School of Physics and Astronomy, University of Southampton, Southampton, SO17 1BJ, United Kingdom
2 LAAS, Université de Toulouse, CNRS, Toulouse, France
3 School of Electronics and Computer Science, University of Southampton, Southampton, SO17 1BJ, United
Kingdom
4 Optoelectronics Research Centre, University of Southampton, Southampton, SO17 1BJ, United Kingdom

*T.Radford @soton.ac.uk

Abstract: The development of low-loss reconfigurable integrated optical devices enables
further research into technologies including photonic signal processing, analogue quantum
computing, and optical neural networks. Here, we introduce digital patterning of coupled
waveguide arrays as a platform capable of implementing unitary matrix operations. De-
termining the required device geometry for a specific optical output is computationally
challenging and requires a robust and versatile inverse design protocol. In this work we
present an approach using high speed neural network surrogate based gradient optimiza-
tion, capable of predicting patterns of refractive index perturbations based on switching
of the ultra-low loss chalcogenide phase change material, antimony tri-selinide (SbySes3).
Results for a 3x3 silicon waveguide array are presented, demonstrating control of both am-
plitude and phase for each transmission matrix element. Network performance is studied
using neural network optimization tools such as dataset augmentation and supplementation
with random noise, resulting in an average fidelity of 0.94 for unitary matrix targets. Our
results show that coupled waveguide arrays with perturbation patterns offer new routes for
achieving programmable integrated photonics with a reduced footprint compared to con-
ventional interferometer-mesh technology.

© 2024 The Author(s)

1. Introduction

Integrated photonics offers a platform for the miniaturization of optical devices and systems, yielding increased
stability, greatly reduced size and complexity compared to traditional optical systems. Integrated photonic tech-
nologies have been successfully demonstrated across a wide range of domains including vector-matrix multiplica-
tion [1,2], quantum simulation [3,4], signal processing [5] and the development of high speed neural networks [6].
While application-specific photonic integrated circuits require a bespoke design-fabrication cycle for each vari-
ation in functionality, there is an emerging interest in platforms that can be re-programmed after fabrication to
provide fine-tuning, diversification, or entirely new methods of deployment [7]. Re-programmable devices may
also have the ability to dynamically tailor their optical output [8], and use cases were realized across a number of
fields including post fabrication device processing [9], optical switches [10] and optical signal compensation [11].
One field in particular looking to utilize reconfigurable technologies is photonic computing [6, 12—14] where the
development of next generation optical devices rely on the construction of structures with rapidly configurable
output characteristics allowing for high speed information processing.

Commonly used reconfigurable technologies such as micro-heaters [15, 16] and micro electro-mechanical de-
vices (MEMS) [17-19] either introduce additional complex fabrication steps or rely on the coupling of external
regulating electronics onto the photonic chip. Such approaches occupy valuable chip space and impose power con-
straints, while simultaneously introducing undesirable heat and noise into experimental systems. An alternative
method for the production of reconfigurable devices involves using non-volatile optical phase change materi-
als (PCMs) such as antimony tri-selenide (Sb>Ses3) [20]. PCM based approaches can offer ultra-low loss, compact
and passive programming capabilities, while maintaining compatibility with a wide range of optical devices across
telecommunications wavelengths [21-25]. PCMs such as Sb,Ses are able to exist in multiple non-volatile solid
states which can be programmed using optical or electrical pulses. The dielectric functions of amorphous and crys-



talline states of PCMs differ significantly from each other, which depending on the nature of the chemical bonds
can result in large order changes in refractive index [26]. An approach using direct optical writing allows the
addition of reconfigurability to previously fabricated devices using minimal overheads in fabrication and regula-
tion [27]. Endurance in programmable devices using PCM technologies is seeing improvements [28] with repeated
refractive index modulation of > 10° switching cycles recently being demonstrated in thin-films of Sb,Se3 [29,30].

The relationship between input and output modes of any linear optical element can be described by a complex
transmission matrix. Through careful design of multi-port devices, we are therefore able to produce an analogue
for any given nxm matrix so long as a fabrication process can accommodate its production. Integrated approaches
using continuously coupled devices offer an interesting platform whereby a device can be specifically designed to
implement any arbitrary transmission matrix, confined within the bounds of a micron-scale structure [31]. Interfer-
ence based devices with the addition of individual scattering sites are a common platform for the implementation
of arbitrary optical transmission matrices [32-37], as well as devices consisting of reconfigurable interferometer
meshes [8, 12,13, 38].

In this work, we explore an alternative approach, based on coupled waveguide arrays (CWG) covered with a thin
film of PCM programmed with a nano-scale perturbation pattern [39-45]. With focused laser writing, it is possible
to reversibly modulate the local refractive index of individual pixels on the device surface with diffraction limited
spatial resolution [23,27]. This pattern facilitates modulation of the coupling coefficients between neighbouring
waveguides, allowing full control over the devices transmission properties. As light propagates through a part of
the device containing a switched pixel, it develops a phase shift relative to light traveling in an unswitched region
due to the local effective index contrast. Using a large enough number of these small effects at each pixel, enables
full control over both the waveguide coupling behavior, as well as the phase of the light at output ports across a
full 27 range.

In contrast to micro-heater or interferometer mesh based devices, the perturbation pixel patterns in our CWG
platform are correlated to the device’s transmission matrix in a highly complex manner. A crucial step to develop
this technology must therefore be the development of a powerful inverse design protocol, used to find a pixel pat-
tern that implements a specific, complex transmission matrix. Significant research has been undertaken to develop
a variety of inverse design processes. Modern techniques can be split into two overarching methods; inverse design
through topology optimization [46] and the utilization of deep-neural networks. Topology optimizations are very
powerful [47] and have found applications across a wide range of disciplines, from aerospace engineering [48,49]
and medical research [50,51], to photonics [52—-56]. Such optimizations typically result in complex-shaped struc-
tures with fine features which can prove difficult to fabricate, in some cases becoming unrealistic to produce at
all [57]. Gradient based topology approaches often face practical limitations as gradient optimizations require
smooth variables, but their design problem is typically categorized into a binary basis, where material either is
present or absent. It should be noted that while there do exist non-gradient based optimization methods, many of
these have been demonstrated as intractable for real world practical systems with large degrees of freedom [58,59].
The most popular current alternative is the integration of artificial intelligence and machine learning into the device
design pipeline, with increasing attention being paid to the creation of an Al-topological hybrid approach [60-62].

In this work, we demonstrate an inverse design tool chain using a gradient based optimization with a deep
learning surrogate forward model [63], as well as a geometry re-parametrisation using a Wasserstein generative
adversarial network (WGAN). Using this high speed technique we build on previous works in which similar meth-
ods are employed for the design and development of individual device elements, such as the height, orientation
and shape of elliptic meta atom pillars [64,65], as well as in more complex free-space design tasks [66].

2. Neural adjoint inverse design approach
2.1.  Device Model

To demonstrate the capabilities of our inverse design method, we consider the case of an array of three coupled
silicon rib waveguides, implementing an arbitrary 3 x 3 transmission matrix. In our simulations, these waveguides
are covered by crystalline SbySes, which may then be switched locally, for example experimentally by using
direct laser writing [27]. Experimentally it is easier to produce a narrow amorphization laser profile, meaning
greater spatial precision can be achieved by using pixel maps with a crystalline background. We consider thin
films of PCM, which have been shown experimentally as a feasible geometry [27], allowing a consistent and
repeatable index modulation to be applied.

Our coupled waveguide device model is based on a standard silicon on insulator wafer structure, a schematic
of the device is shown in Figure la. Structural features are etched 120 nm deep into a 200 nm thick silicon over-
layer, which lies on top of a 2um thick buried oxide layer. The rib waveguides are 500 nm wide, allowing only
propagation of the fundamental mode at the considered vacuum wavelength of 1550 nm. The distance between
waveguides is 250 nm over a 50um long coupled region. To avoid any cross-talk outside of this coupling region,
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Fig. 1. a) Artistic view of the reconfigurable coupled waveguide device. An array of coupled silicon
rib waveguides (here three) is covered by a thin PCM layer (here Sb,Ses), which can be locally
switched between crystalline and amorphous state using a laser writing setup. This is parametrized
in a pixel pattern, in this figure 500 nm large pixels along 50 um of the waveguides. The input and
output ports of the waveguide array can be individually accessed by optical gratings. b) varFDTD
simulations of the electric field intensity maps along the coupled waveguide array for three different
input ports. The pattern is designed to correspond to an anti-diagonal exchange matrix with equal
phases for each output. c) Full schematic of the inverse design pipeline, used to find the optimal
pattern shown in b).

waveguides fan out to a spacing of 1um at both input and output sides. The waveguides are covered with a 30 nm
thick Sb,Ses layer to maintain their single mode performance, displaying an index contrast between crystalline
and amorphous states as high as Angp,se, = 0.77. Finally, the structures are capped with a semi-infinite cladding
layer of SiO,. Pixels are defined on a 500 nm square grid over the coupling region’s area, consisting of a total of
96 pixels for each of the three waveguides (288 pixels in total).

Coupled waveguide devices are simulated using the finite difference time domain (FDTD) software Lumeri-
cal, specifically we use the the Variational FDTD (varFTDT) engine, MODE. This engine collapses a 3D device
structure into an effective 2D simulation by probing the effective index experienced in slices across the simu-
lation mesh. The resultant simulation achieves comparable accuracy to a full 3D simulation, however requires
significantly less computational resources. As this method accounts for the 3D structure of the device model it is
commonly referred to as a 2.5D simulation. Examples are shown throughout this work, for example in figure 1b,
showing the electric field intensity of a device with a transmission matrix analogous to the inverse identity matrix.
After simulation, the devices transmission matrix can be extracted by sweeping across input waveguides, for all
input modes the complex field at the peak amplitude of each output is recorded and constructed into a complex
matrix.



2.2.  Inverse design goals and training data generation

The choice of training data is a particular important aspect of the model under study. Similar to previous studies
[36], we use pre-conditioned data by specifying a target output profile for a single input port. It is not constructive
to use a training set of purely random patterns [36], because random pixel patterns typically do not co-operate in
providing an effective state conversion between input and output, as discussed in more detail in Section 3.2. For
an acceptable performance of the deep learning based design method, a more directed approach to training data
generation is required, one that from the start aims towards the later inverse design task.

To this end, we first implement a brute force iterative optimization algorithm in the training data generation.
The process starts by randomly choosing a specific input channel, as well as a random splitting ratio for the output
channels. Then, the state of a single, random pixel is switched and the device transmission matrix is evaluated
through varFDTD simulations. If, compared to the previous device geometry, the result is closer to the target
splitting ratio, the pixel is retained and further simulations are run for each input channel in order to record the
full transmission matrix. If not, the pixel is reverted to its initial state, another random pixel is selected, and the
process is repeated. After a specified number of iterative cycles the process starts over with a blank device and
a new optimization target. At each evaluation step where a perturbation is kept, the transmission of the other
input ports is also evaluated and the entire pattern and its associated complex transmission matrix are saved to the
dataset. In this way the dataset is populated with a large variety of pixel numbers and sufficient variance in the
device performance to build a balanced dataset. A detailed description of this process as well as a specific example
can be found in the supplementary information.

Training data generation was carried out in this manner to create an initial dataset containing 21,406 pixel
patterns alongside their associated complex transmission matrices. The horizontal plane of symmetry found in the
unperturbed waveguide array was furthermore exploited so as to double the size of this training set. In this step
we flip both the pixel pattern and transmission matrix along the midpoint of the array, allowing us to extend the
training data to contain 42,812 patterns without the need for extra simulation time.

Once a database of pre-optimized pixel patterns and their associated transmission matrices is created, we repeat
this process to create a separate validation dataset used to verify that the network is sufficiently generalized and
may accurately predict transmission matrices for patterns from outside of the dataset it was trained on. This
validation set contains a further 3282 patterns which were in turn doubled using the same method as discussed
above.

2.3.  Gradient Based Inverse Design using a Deep Learning Surrogate

The forward predictor used is a ResNeXt encoder-decoder convolutional neural network [67], the training of
which took 1h using a Nvidia RTX3070 GPU. A detailed schematic of this forward network model can be found
in the supplemental information figure S1. After training, the forward network is capable of predicting the com-
plex transmission matrix for pixel patterns similar to the training geometries. However, pixel patterns that differ
substantially from the training set samples (e.g. many more pixels or strongly clustered pixels), are predicted at
very low accuracy.

Our predictor model is trained only on the pre-simulated dataset and has no direct knowledge of the physics
in the system. While such purely data-based surrogate models are known to work accurately in the interpolation
regime, it is also well known that extrapolation to geometries that differ from those in the dataset is usually very
error-prone [68, 69]. In consequence, optimizing directly the pixel patterns using the forward model as a differ-
entiable physics predictor, fails in a remarkably reproducible manner. The gradient based optimization routinely
converges towards geometries for which the forward model’s predictions are wrong. In other words, optimising
the pixel pattern using the neural network’s design gradients, leads to geometries with unsatisfactory transmission
matrices after varFDTD simulations, but, according to the forward network, should be well optimized.

Thus, a mechanism is necessary to constrain the allowed geometries during optimization to pixel patterns which
the forward model is capable of faithfully predicting. Typically this is achieved through the introduction of a
boundary loss term in the design optimization [64]. However, in free-form optimizations such a constraint is
difficult to formulate.

Regularization of the Gradient Based Optimization

To avoid the optimization converging to the extrapolation regime of the forward network, we use a further deep-
learning based approach. Integrating a Wasserstein generative adversarial network with gradient penalty [70]
(WGAN-GP), we develop a learned re-parametrization of the pixel patterns geometry from the training dataset.
Details of the WGAN-GP architecture are shown in the supplemental information figure S2.

The key idea is, that during training, the WGAN-GP develops a mapping of the pixel pattern geometries into a
compact and continuous latent space, in which the pattern geometries of the training data are normally distributed



around the mean value u, = 0 and with a variance of ¢, = 1. The latent vector representations of the geometries
in the dataset being normally distributed in the latent space means, that it is possible to interpolate between two
latent vectors. Furthermore, every intermediate point in the latent space also corresponds to a pixel pattern that is
valid within the distribution of the geometries in the training set.

In other words, the pixel-based representations of the geometries that form a non-convex set in the original
parametrization (by pixels; interpolation leads to non-physical patterns with gray-scale pixels), are mapped into
a convex set of latent representations of the same geometries. Any interpolation between these latent vectors
should still represent a valid perturbation pattern, which can be generated from its latent vector using the WGAN-
GP generator network. This also means, that due to the training procedure using normally distributed random
sampling, all geometries that are valid interpolations of the dataset samples, lie within said normal distribution
(with known p, = 0, o, = 1). Therefore, to constrain the inverse design optimization loop to the interpolation
regime of the neural network, we have to reformulate the design problem to find an optimum latent vector z instead
of an optimum pixel pattern. If we optimize in the WGAN-GP latent space, we can then simply add a regularization
term to the inverse design fitness function (we use mean square error between target and predicted transmission
matrix). Since the statistical properties of the WGAN-GP’s latent space are known (assuming successful training
of the latter), this regularization term has to penalize solutions with latent values far from the mean of the normal
distribution. Practically, we add a simple rectified linear unit (ReLU) constraint term to the design fitness function
Y ;ReLU(z; —2), that penalizes values of z; outside of a 20 range (see figure 1c¢).

Local Minima during Gradient Descent

Gradient based optimizations such as used here are prone to become stuck in local minima, and therefore require
good initial guesses to reach a globally optimum solution. To ensure that we find a close to ideal solution, we run
a large number of concurrent optimizations for each design target (100 in our case). Eventually, the best ranked
solution is kept. We note that due to the highly optimized GPU-based parallelization of modern deep learning
frameworks such as tensorflow used in this work, the concurrent optimization of many targets is very efficient and
fast.

Inverse Design Loop

A full schematic of our inverse design pipeline is shown in figure lc. A set of several latent vectors is randomly ini-
tialized. The WGAN generator (blue) predicts the corresponding geometries, of which the complex transmission
matrices are predicted by the forward network (green). The latter are compared to the design target transmission
using the mean square error as a metric. The total fitness comprises an additional constraint term to restrict the
optimization to a 20 region of the WGAN latent space, which should roughly correspond to the interpolation
regime of the neural networks. The gradients of the fitness are calculated using tensorflow’s automatic differentia-
tion capability. The initial latent vectors are updated according to the fitness gradients and the process is repeated.
After convergence, the best solution is kept as final design.

This process is able to faithfully create pixel patterns that result in distinctly different optical outputs, depending
on which input mode is injected to the device. The varFDTD simulated result of the design target shown in figure 1c
is depicted in figure 1b, showing the successful implementation of our example target, the anti-diagonal exchange
matrix, with equal phase for light injected in each of the input ports. This method is also capable of addressing
the phase of each matrix element, as will be demonstrated in the following sections. Transmission matrices are
depicted as colorful sets of 3 x 3 blocks, where the phase and amplitude of each complex matrix element are
mapped respectively on the hue and saturation of an HSV color space [37].

3. Further optimization of design performance
3.1. Inverse Design Performance Metrics

Inverse design performance is assessed using varFDTD simulation of the optimized patterns on a test-set of 1000
Haar random unitary transmission matrix targets. A useful metric to carry out this analysis is the amplitude fi-
delity. The fidelity compares both the target and resimulated complex transmission matrices, with a perfect match
between the two yielding a fidelity of 1. We calculate the amplitude fidelity using the following formula taken
from literature [71], F = 1/N [Tr(|U*| - |Usim|)] where U* represents the conjugate transpose of the target complex
transmission matrix, Uy, is the re-simulated result, and N refers to the number of modes in the given system, for
our device model, N = 3.

Amplitude fidelity as a metric is generally insensitive to the phase agreement between the two matrices under
study, as demonstrated in figure S§8. While many applications do not require exact phase recreation, or are able
to compensate with the addition of phase shifters at input and output ports, in some cases accurate recreation of
the correct output phases is crucial. In such applications, it is instead useful to analyze the mean squared error
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Fig. 2. Average fidelity and MSE values during the process of iterative improvement. Values pre-
sented are averages for resimulation of 1000 pixel patterns produced to implement random unitary
targets. Each improvement loop contained 2000 patterns which are in turn doubled by y-symmetry.

(MSE) function between target and resimulated phases to assess network performance. The MSE values presented
hereafter are calculated across all 9 matrix elements. The phase MSE was furthermore taken using the closest
phase difference modulo 27 and was normalized by dividing by a factor 7. In our analysis we consider mainly
the amplitude fidelity as a measure of performance for consistency with other works in the field, but will refer to
the other metrics where these are most relevant.

3.2.  Dataset optimization

After training both networks on the initial dataset (see above), the average amplitude fidelity achieved is around
0.86. While this means in general a good agreement between design target and optimized solution is reached, it
also means that the inverse designed patterns still deviate distinctly from the expected results. We therefore invest
in optimization of the training data before assessing the performance of the inverse design approach.

Iterative Data Improvement

As a first measure for dataset optimization, we iteratively extend the training dataset using the results from the
inverse design process itself, to improve the design fidelity. Essentially, the idea is to let the neural network
predictor learn from its own mistakes [36, 72]. Using the inverse design pipeline, we predict pixel patterns for
2000 random unitary targets. The transmission matrices of the designed patterns are simulated by varFDTD, and
these results are appended to the initial training dataset. Subsequently, the models (both, forward predictor and
WGAN-GP) are re-trained using the now extended dataset. We repeat this process three times, and benchmark
the inverse design quality using 1000 Haar random unitary targets after each iteration. After three iterations, we
observe a notable improvement in inverse design performance, with an average amplitude fidelity now of 0.92,
as shown in figure 2. This performance is comparable to fidelities obtained by similarly available reconfigurable
technologies [71,73,74].

Expansion with Random Pixel Patterns

The CWGs exhibit a well defined small number of modes and randomly generated patterns result in high device
throughput, as opposed to for example MMIs where the number of modes inside the device is much higher and
therefore high-throughput solutions are more sparse [36]. This property in principle allows us to rapidly add
patterns to the training dataset without the need to optimize for device throughput. It may therefore seem appealing
to simply append as many random patterns as possible to the training set. However, in our studies we have found
a more methodical approach is necessary, as is shown in more detail in supplementary information figure S6 and
simply adding more random data does not improve the network performance.

The reason that purely random datasets are found to be ineffective is attributed to the collective action of the
pixel patterns. Within the large space of possible solutions, there are many that are not particularly effective in
implementing a transmission matrix, as pixels do not sufficiently act in concert or even counteract each other.
By including randomly generated data we modify the statistical distribution, which starts containing more and
more of these “counterproductive” patterns. Part of the forward model’s capacity is then used to fit these useless



noise cases which are not beneficial for the later inverse design task. The WGAN latent space on the other hand
will become less efficient in restricting the optimization to useful geometries, since it is also trained on the same
data now containing totally random patterns, which are therefore part of its latent space as well. Consequently
it is foreseeable that the addition of too many random patterns will result in a decrease of overall inverse design
accuracy, which is demonstrated in the supporting information figure S6 and S7.

Adding a small amount of totally random pixel patterns slightly improves the inverse design capacity, yielding
decreased validation losses, as well as an increase in the average fidelity from 0.921 to 0.935, as further shown in
figure 2 (cases “with noise™). This trend is consistent with other work where a small amount of randomness was
found to improve performance [75]. We attribute this improvement to a better prediction of edge case geometries.
As pattern optimization happens inside the WGAN latent space, the inverse design is restricted to the statistical
distribution of the initial training data. Since the initial data has a bias towards low pixel numbers it may actually
be beneficial to also add totally random pixel patterns in order to diversify the training set and make the forward
network better deal with patterns at the edge of its latent space

3.3.  Pattern characteristics
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Fig. 3. (a) Distribution of pixel numbers contained in patterns from the initial 'brute force’ training
dataset (orange) and final training dataset after iterative improvement and 2.5% random patterns
(green). (b) Pixel histogram of predicted patterns for 1000 random unitary targets. (c) Corresponding
average fidelities for each bin of the predicted patterns, with error bars representing the standard
deviation from the mean. Dashed lines: average values of 28 pixels for initial training data and 41
pixels for final training data.

The bottom panel in Figure 3 shows histograms of the distribution of active pixels in the initial datasets used for
training (orange) and the augmented datasets after three iteration loops (green). The pixel histogram for patterns
predicted by the network for a validation dataset of 1000 target transmission matrices are shown in the middle panel
(blue). The corresponding average and standard deviation of the fidelity for the predicted patterns is presented in
the top panel of the figure. As the training data is generated in an iterative manner and intermediate steps are
stored, there is an strong emphasis in the training dataset for patterns contain a low number of pixels. Across the
entire database used for training there is an average number of 41 pixels/pattern.

In comparison, the average number of pixels in predicted patterns is 104 and patterns with up to 225 active
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Fig. 4. Performance of predicted patterns for the implementation of all available permutation ma-
trices of the n=3 waveguide array. 200 random phase shifts are applied to each matrix element,
allowing for in depth sampling of the available phase space to determine a maximum fidelity for
phase insensitive applications. Average fidelities of around 0.9 are achieved for all targets, with peak
fidelity values > 0.97 for all targets.

pixels are found. Implementing the target transmission matrices requires predominantly geometries containing
more pixels than the average number from the training data. We can observe that as the number of pixels increases
above 50, the standard deviation of the fidelity increases quite significantly. An increase in network error rate
will lead to a greater spread of results and thus a larger standard deviation. This trend is attributed to the forward
network performing less accurately on geometries that are underrepresented in its training data, which could
explain some of the errors in the inverse design. More discussion on the infuence of forward network accuracy on
fidelity will be given below in Section 4.2.



4. Results on Transmission Matrix Design

After the iterative dataset expansion, the addition of random patterns, and the training of the network on this final
dataset, we proceed to carry out a benchmark of our approach for the inverse design of pixel patterns for a variety
of coupled waveguide transmission matrices. These can be broadly split into two groups: permutation matrices,
which are a class of orthogonal matrices where individual input and output ports are connected without port
mixing, and unitary matrices, providing the most general input-output relationship. In the following we discuss
these cases in more detail.

4.1. Permutation Matrices

The first class of matrices under study contains those which guide light in a one-to-one fashion, whereby light
injection into each input waveguide results in transmission through only one unique output. For a transmission
matrix with nxn elements, there will be n! unique permutation matrices, each of which for our device can be
seen in figure 4. An example phase shifted matrix is presented for each permutation target as well as its associated
varFDTD simulation of the near field electric field intensity. These matrices are a useful test to ensure that the
network has generalized to a point where it is able to predict patterns for targets which lie on the very edge of the
training geometry space (those confining the output electric field fully to only one port), and to check the ability
of inverse designed patterns to produce distinctly different optical outputs for each input mode. In our design
challenge, we chose to set the phase of each non-zero matrix element as a free parameter which can be chosen to
obtain the best solution in amplitude. This approach appears useful since i) in many use cases, the phase response
of an optical switch is not critical and ii) if necessary, an optical phase shifter at each of the outputs is sufficient to
rebalance the output phases in the device.

Results shown in figure 4 demonstrate accurate reproduction of both the amplitude and phase distribution for
a selection of matrices, demonstrating that a well performing solution can be achieved for all of the orthogonal
permutation matrices in the 3 x 3 group. Here solutions were selected on the basis of combining fidelity with
a low phase MSE. Pixel patterns as well as local field distributions for each of the input ports are presented
for completeness for each of the devices, providing some insight in the internal structure of these solutions. For
example, for the identity matrix at the top, we see that the pattern of perturbations is predominantly placed in
the middle of the device along its length. This pattern transforms the original device, which had no self-imaging
capability, to produce a highly symmetric self-imaging of each of the three inputs onto the output plane.

Anti-diagonal and more complex permutations are seen in the other five diagrams, where the common de-
nominator is that the field profiles typically show only a few bounces between input and output, indicative of
the coupling length of the CWG of around 10 yum and the fact that the modal basis is very small. Weak per-
turbations therefore tend to couple modes in an adiabatic way, without giving rise to strong scattering events or
reflections [34].

A sample of fidelities across the available phase space for each permutation matrix is presented in the right
column in figure 4, in which 200 random phase shifts are applied to each element in the target matrix. Average
fidelities are achieved of around 90% across the phase space sample for all 6 target matrices. When output phases
can be freely adjusted to maximize the fidelity, the phase space sampling technique permits significant improve-
ments to the fidelity, resulting in fidelities in excess of 0.97 for all targets.

4.2.  General Unitary Transmission Matrices

Next to the design of orthogonal permutation matrix targets, which pose a useful design task to ensure that we
have precise control over every individual matrix element, in many real world use cases such as optical computing
and quantum information processing, mixtures of inputs are required. Unitary matrices represent a particularly
useful class of targets representing the most general operations available in the multi-port system. These targets
must satisfy the condition UU* = I, where U* represents the conjugate transpose of the target matrix and / is the
identity matrix, corresponding to a lossless device used for target matrices.

Figure 5a) shows the fidelity distribution for network predicted patterns from a set of 1000 random unitary
targets drawn from the Haar distribution. We find that the neural network is able to reach design targets with good
fidelity of 0.93540.038. This is reflected in the convergence to low values below 0.05 in the amplitude MSE. The
distribution of MSE values for phase shows that the prediction of correct phase distributions is more challenging,
which will be discussed in Section 5 in more detail. A sub-selection of four matrix targets from across the fidelity
distribution are presented in figure 5b) labelled as i) - iv), as indicated by the colored dots in figure 5b), showing
the target matrix, the forward network prediction and varFDTD resimulation result. Pixel patterns and near field
maps are present the corresponding microscopic configurations of the four patterned devices under study. It can be
seen that for all four examples, the forward network prediction agrees well with the target matrix. Main differences
can be seen between the network prediction and the varFDTD result, suggesting that an important factor in the
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Fig. 5. a) Distribution of fidelities for the reproduction of 1000 random unitary targets. Highlighted
are instances which fall outside 1 and 20 of the average MSE between forward network prediction
and resimulation, indicating a failed forward network prediction. b) and c) show the distribution of
MSE values between target and resimulation for these same targets. d) 4 example unitary targets
sampled from across the achieved fidelity distribution. We present the target, forward network pre-
diction of the inverse designed pixel pattern, and a resimulated transmission matrix. To the right
hand side we plot the respective near field electric field intensity map for a device programmed with
the predicted pattern for each target matrix.

fidelity may be the accuracy of the forward network.

To verify the influence of the forward network error, we calculate the MSE between forward network prediction
and varFDTD calculation. The fidelity distributions are obtained for parts of the dataset where the MSE lies above
one and two standard deviations (labelled as 16 and 20), given by respectively the orange and green histograms in
figure 5a). This analysis confirms what is seen in the examples, namely that the tail of lower fidelities is correlated
with a poor accuracy of the forward network prediction.

The examples furthermore indicate that phase and amplitude errors are not related. Results with low phase error
can be found for a low fidelity and vice versa. Figure 5d)iii) for example shows visually a good match to the target
unitary colors due to low phase error, however the final amplitude fidelity remains below average at 0.9 owing
to a disagreement between amplitude values. The near field maps and pixel patterns of random unitaries are not
easily understood through intuition, while an underlying phenomenology would be of interest this goes beyond
the scope of our study. We do observe the emergence of larger section of connected pixels forming lines, which
may be a strategy of the network to achieve large phase shifts in certain matrix elements. Some more discussion
on the phase structure of the CWGs is presented in Section 5.

4.3. Hadamard and Fourier Matrix

Complex Hadamard matrices play an important role in quantum information theory. They have been used to tackle
a number of problems including the development of spin models [76] and analogue quantum simulators [77].
They have also helped establish mathematical frameworks to construct bases of unitary operators and maximally
entangled states. Fourier matrices can be used to apply a discrete Fourier transform to a signal through matrix
multiplication, making them of particular interest in optical signal processing and computation. For a 3 x3 matrix,
all complex Hadamard matrices are equivalent to the Fourier matrix, F3 [78]:
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Where @ = exp (27i/3). It is of interest to check the existence of a solution for this specific matrix operator.
As F3 is a unique matrix, we again give the network some more flexibility in the boundary conditions by allowing
a single global phase factor within all matrix elements. A global phase factor can easily be factorized out and
compensated in an optical system. It makes sense to include this degree of freedom in the matrix to find the best
working point of the CWG under study, taking into account both amplitude and phase MSE. Figure 6a) and b)
shows the forward network prediction and resimulated result when attempting to implement the F3 matrix. An
amplitude fidelity of 0.94 is achieved for the selected solution, with a phase MSE of 0.035 and amplitude MSE
of 0.0145. The polar plot in figure 6a) is used as a graphical depiction of the accuracy for each individual matrix
element, data points are colour coded corresponding with the matrix element they represent, with black lines
between associated network predictions and resimulated points representing their separation within the complex
plane.

The full histogram of fidelities for a range of global phase values between —7 and 7 is shown in figure 6¢) and
allows to identify an average fidelity across this phase sample of 0.93, while we again are able to retrieve a peak
fidelity of > 0.99 but at a higher phase MSE.

5. Discussion

Our work shown here presents coupled waveguide arrays as an alternative to other commonly used reconfigurable
platforms such as interferometer meshes or multi-mode based devices for programming arbitrary unitary oper-
ators. Approaches for using such devices are well established, with practical realizations demonstrated across a
number of fields as discussed in the preamble to this work. Interferometer meshes in particular provide a high
degree of control, allowing for the introduction of individual phase delays at single unit cells across the mesh for
highly accurate matrix reproduction. There exist several mathematical models [79, 80] which allow for the calcu-
lation of where these phase shifts must be applied for arbitrary matrix decomposition. Despite promising results,
small insertion losses at each interferometer will sum together, leading to non-negligible losses across the whole
device. Furthermore, when targeting large matrices, the total device footprint becomes large when compared to
alternatives. Adding to this, many approaches use thermo-optic modulators to introduce the required phase shifts,
which add further to this size, introduce electronic overhead and regulating circuits, and produce thermal instabil-
ity across the chip.

Multi-mode structures such as MMIs and devices which are built around multi-mode waveguides are the most
compact technology discussed here. Extra degrees of freedom introduced by the inclusion of different optical
modes allow for highly compact matrix decomposition, however, this is not without its drawbacks. Coupling out
of the device becomes challenging as any modal-mismatch can introduce significant losses, often requiring some
signal pre-processing through techniques such as beam shaping. The need for accurate coupling between modes



also now imposes a requirement for high degrees of spatial accuracy in the programming of such a device. Coupled
waveguide arrays strike a midpoint in device footprint, necessitating only slightly more space in the direction of
light propagation to allow a round trip between outermost waveguides if aiming for the smallest device possible.
In the plane perpendicular to the light injection axis their size remains comparable, if not smaller than MMI type
devices. This compact form-factor is significantly smaller than comparable interferometer meshes, and remains
within a consistent modal basis, introducing no losses from coupling between modes at the output waveguides
making it an attractive option for space-limited applications.

While in general the network performance in our work is strong, there are some examples where the resimulated
results are not a good match to the target matrix. By comparing the forward network predictions to resimulated
results we may check if forward network predictions remain valid. Using a simple MSE discriminator, instances
which fall outside one standard deviation from the mean can be identified and rejected, highlighting cases where
the forward network has failed to accurately predict the transmission matrix for a given pattern. The fidelity dis-
tribution with cases above 1 and 20 highlighted were shown in figure 5. For these designs, the network appears
to have strayed from the interpolation regime of the forward network, resulting in large errors in the predicted
transmission matrix. Rather unsurprisingly, almost every fidelity below 0.85 is a result of a failed network predic-
tion. Excluding these from our statistical analysis the average fidelity now raises to 0.94 £0.029. In the majority of
cases however, it appears that the optimization of the geometry in the WGAN’s latent space and the addition of the
latent constraint successfully limits designs to the surrogate network’s validity region. Iterative data improvement
may also be continued beyond the three cycles in this study, which apart from making the network learn from its
own mistakes allows for augmenting the training data toward larger pixel numbers. The performance gain has to
be traded off against the effort needed as the additional improvement for each cycle is expected to saturate.

The network is trained on the full complex field, therefore one might expect similar performance for phase
and amplitude, study of our respective average MSE values shows this is however, not the case. One hypothesis
for the cause of this discrepancy originates in how brute force optimization targets are generated. During the
data generation stage, the phase of light at the outputs is unconstrained and given no optimization weighting,
we asses the success of each pixel iteration solely on the intensity at the output ports. Intensity optimization
targets are randomly selected from a uniform distribution, resulting in the retrieval of a normal distribution of
possible amplitude values centered around 0.33 as we expect for a 3-waveguide system. Conversely, analysis of
the phase distribution for the same data (shown in figure S10) shows distinctly different behaviour. Unsurprisingly
we record a peak for phase values matching to those of an unperturbed device, however, because the optimization
is not pushed to suggest pixel patterns with “extreme” phase delays approaching 27, the dataset becomes highly
biased towards smaller phase shifts. Although these phases can be accessed by switching extra pixels, there is no
incentive for the optimization in doing so, as excess pixels come at the cost of increased scattering losses and lower
transmissions, making these patterns more likely to be rejected. Because of this, the final database of pixel patterns
represents the available intensity space well, but may fall short when describing the phase space relating to longer
phase delays. Consequently it follows that the networks ability to accurately predict patterns to implement such
phase delays will be inhibited, explaining the differing MSE results for phase and amplitude we observe.

The major limiting factor in the final generation of valid pixel patterns for user-defined matrix targets is therefore
the accuracy with which the forward network can make predictions. Assessment of this will give some insight as
to the expected upper limit on network performance when presented with an external design target. Figure SO
shows the distribution of fidelities from forward network predictions on the validation dataset discussed in section
2.3. This represents a “best case” scenario, as these patterns are generated in precisely the same way as the
training data. Across the 6564 validation patterns we record an average fidelity of 0.92 + 0.04, indicating that
for our current predictor model, the achieved average amplitude fidelity of 0.94 constitutes what is likely a near
maximal achievable value, which is limited by the network performance rather than the physical CWG system.
More conventional topology optimizations starting from the endpoint of the neural-adjoint inverse design may be
of interest to further converge solutions, which could be a topic of future work.

6. Conclusions

In conclusion, our study addresses the potential of low-loss optical phase change materials combined with coupled
waveguide arrays as a promising and exciting avenue for the production of next-generation reconfigurable tech-
nologies across fields such as quantum simulation, photonic computing and optical data processing. In comparison
with other approaches such as integrated circuits based around interferometer meshes or MMIs, coupled waveg-
uide arrays can offer ultra-low-loss reversible modulation requiring no active regulation within a highly compact
device footprint. The development of a robust inverse design pipeline using neural network surrogate models al-
lows for rapid, near-real-time prediction of the complex pixel patterns, required to implement a wide range of
transmission matrices within a single device model. In our work, the introduction of a Wasserstein generative ad-
versarial network provides a crucial constraint on the gradient based optimization, limiting predicted geometries



to those within the interpolation region of the forward surrogate model. Network performance is enhanced by
augmenting and expanding the training dataset, initially through a process of iterative improvement, and in a final
step, with the introduction of a small percentage of noisy random data. Although training of the networks is time
consuming, taking a few hours with standard consumer level computer hardware, the entire inverse design process
remains significantly faster than alternatives such as topology optimizations, allowing predictions on a millisecond
timescale once trained.

Presented results demonstrate a high level of control over both intensity and phase of individual matrix elements.
While some extreme phase relations may suggest the need to expand the waveguide geometries to longer device,
therefore allowing multiple vertical passes of the light, generally performance is strong. Average fidelities of
0.935 +£ 0.04 are reported, demonstrating comparable performance to other state of the art, commercially available
reconfigurable photonic technologies and further reinforcing the validity of this approach. The fidelity obtained in
our study is currently limited by the neural network performance rather than the coupled waveguide system itself
and further improvement may be possible in future work. The neural-adjoint design platform introduced is highly
versatile and requires minimal overheads to allow functionality across different devices and geometries, showing
promise for integration with a range of future optical technologies.
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Fig. S1. Detailed sketch of the forward network architecture. The transmission predictor is com-
posed of ResNeXt blocks, using grouped convolutions (a). We use a cardinality of 32 and a bottle-
neck width of 4. For similar computational cost and network complexity, they are known to be more
efficient than classic residual blocks [81]. The forward model (b) is trained for 100 epochs using a
simple plateau learning rate reduction with a factor of 0.5. Every 25 epochs we furthermore increase
the batchsize by a factor of 2, from a starting value of 16, following the suggestion of [82].
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Fig. S2. Detailed sketch of the WGAN-GP generator (a) and discriminator (b) architecture, fol-
lowing closely the layout of the original implementation [70]. In particular, we use conventional
resnet blocks (c) and no batch normalization in the discriminator. The latter is trained for 3 steps
for a single training step of the generator. We train during 15 epochs first with a batch sizes of 64,
followed by 15 additional epochs with a batchsize of 128. Both networks are trained using the Adam
optimizer [83] with a fixed learning rate of 0.00005.
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Fig. S3. Total device transmission normalised to the unperturbed throughput as a function of number
of pixels switched. Switching pixels introduces reflections and scattering losses at the pixel bound-
aries, decreasing transmission. As > 50% of pixels are switched the number of these boundaries
decreases and transmission increases. The maximum recorded drop in transmission is 8§%.

Brute force iterative optimization

A brute force iterative optimization is used to generate training data for training the network presented above. The
algorithm is a simple approach which can be applied to any multiport device. To begin the device structure in
its unperturbed state is set up using a commonly available varFDTD software. A random splitting ratio and input
waveguide is selected before simulating the device to determine the initial output characteristics, a weight is then
calculated using a common mathematical approach, for presented training data the weight function is as follows:

n
W=) 1-AT; (1
i=1

Where n is the number of output ports, AT represents the difference in transmission between the target and
current geometry. As the output approaches the target the weight function is maximized and therefore at each
iteration we can compare the performance of the pattern on average. This approach is sufficient for a simple single
port optimization, however, if a multi-port optimization is preferable then a further summation over the input
waveguides would be necessary also.

After the initial weight has been calculated a random pixel is selected and its state switched between crystalline
or amorphous. A new weight is now calculated, if the weight has increased we know the transmission has moved
closer to the target and the perturbation can be kept, if not the perturbation is reversed. Each time a pixel is saved
a sweep across all input waveguides is carried out, allowing for the construction of the full device transmission
matrix. Initial testing showed that choosing pixels at random to perturb, decreased simulation time and increased
the optimization accuracy for a set number of iterations.

Figure S4 shows an example optimization for a 0%/50%/40% splitting ratio for light injected into input channel
1. This demonstrates both the negligible scattering losses as more and more pixels are written onto the device
using our platform, as well as the tendency of such an approach to become stuck in a local minima.
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Fig. S4. Example brute force optimization of a single input for a 3x3 waveguide array. The target
splitting ratio (0%/50%/40%) is approached within 100 iterations before becoming stuck in a local
minima. Total device throughput, shown in the top panel remains high as pixels are written, dropping
only by 0.6% across the entire optimization.

Fig. S5. Cross section schematic of the 3 x 3 Si waveguide array inside the coupling reigon. Outside
of this waveguides fan out to a spacing of 1um to avoid cross-talk.
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Fig. S6. Effect of supplementing a small amount of randomly generated “’noisy” data. Un-optimized
patterns are simulated and added into the initial training data set. Here we present average training
losses for the forward network, as well as losses when predicting the transmission matrix for a sep-
arate validation dataset. Results are the average of 5 full training cycles with the standard deviation
represented by the error bars.
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Fig. S7. After dataset augmentation with varying percentages of random noisy data, each network
was presented with 1000 random unitary targets for which the average fidelity is plotted above.
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Fig. S8. Correlation between amplitude fidelity and MSE for both the phase and amplitude across
1000 Haar random matrix targets. MSE is calculated between the target and resimulation matrix with
the average across all 9 elements presented here. We observe a linear correlation between amplitude
MSE and fidelity but a mostly uncorrelated relationship with phase MSE as we would have predicted

from our fidelity formulation.
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Fig. S9. Amplitude fidelity distribution taken from forward network predictions for the validation
dataset of pixel patterns. This prediction error is intrinsic to all presented results, and will become a
limiting factor as the network is improved, outlining an upper limit on total inverse design accuracy.
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Fig. S10. Phase and intensity distributions across each matrix element in the training dataset. Am-
plitude values show a mostly normal distribution centered around 0.33 as we would expect for a n=3
waveguide array. Phase values are not addressed in data generation and therefore tend to smaller
phase shifts as these will introduce fewer losses. Below we see the phase distribution per matrix
element further demonstrating this behaviour. The red line indicated the phase of an unperturbed
device, where it should be noted phase is wrapped at 27 so the ride in instances to the right hand
side is in fact the end of the tail to the left.



