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The Supplementary Information is organized as follows:

• Section S1 details the methodology defining the complete clustering pipeline.

– Section S1.1 starts by relaxing the threshold-based contact definition for Euclidean distances
through the introduction of sequence-dependent contact intervals.

– The role of relative orientation in short-range contacts is addressed in Section S1.2. This
section also explains how the orientation can be combined with the Euclidean distance to define
a metric accounting for residue-residue interactions. The precise form of this combination
is determined through empirical analysis of the interactions between amino acids. This is
presented in Section S1.3.

– Then, Section S1.4 defines the contact function for amino acid pairs as a decreasing function
of their relative pose distance, whose form is once again empirically calibrated.

– Section S1.5 presents the dimensionality reduction and clustering algorithms that complete
the pipeline.

• In Section S2, we demonstrate that refining the contact definition by removing arbitrary thresholds
and incorporating relative orientation significantly improves the performance of the method.

• Section S3 includes supplementary figures complementing the comparative analysis of WARIO with
other clustering approaches.

• Section S4 details the results of Section 3.3, that is, the characterization of Huntingtin Exon-1 and
TAR DNA-binding protein 43.

• In Section S5, we present the characterization of the N-tail protein from Sendai virus, mentioned
in Section 4 of the manuscript.

• Finally, Section S6 presents the complete characterizations of the conformational ensembles for the
three proteins studied in this work.

S1 Methods

This section details the main components of WARIO’s methodology. To calibrate the contact function,
we made use of a set of 15177 experimentally-determined high-resolution structures of protein domains
extracted from the SCOPe 2.07 release [1]. Throughout this section, this set will be referred to as the
structural database. Supplementary analyses confirm that the number of structures in the database is
sufficient to ensure precise estimates of the conformational preferences of interacting amino acids.
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Figure S1: Empirical distribution of the Euclidean distance between (a-e) Ala-Ala and (f-j) Lys-Val
residues in the structural database, stratified by range groups. Distributions are depicted through a

histogram and a kernel density estimate. Vertical dashed and dotted lines indicate the lower and upper
limits of the contact intervals for the Euclidean distance respectively.

S1.1 Contact intervals for the Euclidean distance

Contact between amino acid residues is usually defined by setting universal thresholds to the Euclidean
distance between their positions [2]. By universal, we mean that these thresholds are fixed indepen-
dently of the amino acid identities or their distance along the sequence. However, when looking at how
contact distances distribute in nature, we directly observe that residue-residue interactions concentrate
around distance values that change according to these parameters. To account for this, we computed
the Euclidean distance between every pair of residues in the structural database, and represented their
empirical distribution stratifying their identities and range (the distance between both residues along
the sequence, in number of residues). Figure S1 presents the encountered distributions truncated to the
interval [0Å, 10Å] for two pairs of residues at ranges in {1, 2, 3, 4} and [5, ∞).

Figure S1 illustrates the fact that the residue-residue Euclidean distance truncated to [0Å, 10Å] is
not identically distributed across amino acid identities and ranges. Distance values concentrate around
sequence-dependent maxima with sequence-dependent variance. Therefore, contact descriptors computed
from Euclidean distance should take this information into account and avoid universal thresholds that
contradict the empirical behavior. The sequence-specific distance distributions presented in Figure S1
allow us to relax the threshold-based definition of contact for Euclidean distances. Let Ai, Aj denote a
pair of amino acid types and Sij = 1, 2, . . . denote a sequence range. Let fR3

ij denote the density function
of the Euclidean distance distribution for Ai-Aj pairs at range Sij estimated from the structural database
and truncated to the interval [0Å, 10Å]. The Euclidean contact interval for Ai-Aj pairs at range Sij is
defined as the real interval

CR3

ij (Ai, Aj , Sij) = CR3

ij = [∆R3

a;i,j , ∆R3

b;i,j ], (S1)

where ∆R3

a;i,j is the abscissa smaller than 8Å presenting the highest maximum of fR3

ij and ∆R3

b;i,j is the
closest abscissa from the right to ∆R3

a;i,j presenting a minimum of fR3

ij . Both limits are depicted in
Figure S1 with dashed and dotted lines respectively. For low maximum prominences (as in Figure S1(j)),
the Euclidean contact interval is set to [6Å, 8Å] by default. Note that, as distance distributions are
not markedly different when varying Sij ≥ 5, we are setting CR3

ij (Ai, Aj , S) = CR3

ij (Ai, Aj , S′) for every
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Figure S2: Figure S1 in [8]. The three vectors {−→e1 , −→e2 , −→e3} defining the reference frame, built from the
virtual atom C̃β and vectors −→

C and −→
N .

S, S′ ≥ 5. The complete list of contact intervals and the counterparts of Figure S1 for every amino acid
pair and range class are available at https://gitlab.laas.fr/moma/WARIO.

The intervals (S1) allow a continuous description of residue-residue interactions by removing binary
contact classifications. The upper limit of (S1) represents the distance value at which the interaction
probability starts to be substantial, and continuously increases until reaching the lower limit of (S1),
beyond which interaction occurs with high probability. Replacing thresholds by intervals is the key idea
to define continuous functions accounting for a contact strength that increases smoothly as the interaction
probability starts to be significant. Their explicit applicability in this work is detailed in the following
sections.

S1.2 Distance to ideal orientations

Relative orientation plays a determinant role in residue-residue interactions [3–6]. This idea was already
incorporated in RING [5, 7], where contact thresholds were defined by integrating the values of back-
bone angles mediating multiple types of interactions. Here, we propose to capture this effect through
a meaningful representation of the spatial pose of each amino acid. This can be achieved by defining a
residue-specific reference frame at each Cβ atom (Cα for glycines) as it was done in [8]. The detailed
construction of the reference system is explained in [8, Section S1.1]. An outline of its definition is pre-
sented here. To encode the angular configuration of the backbone at the residue level, we first define a
virtual atom C̃β , which exists also for glycines. The position of C̃β is an estimate of the position of the
true Cβ when it exists, but it is defined for every residue using only the coordinates of the Cα, C and
N atoms. We denote as −→

C and −→
N the vectors going from Cα to C and N atoms, respectively, and we

define −−→
CN = −→

N −
−→
C . The residue-specific reference frame is defined as follows:

−→e1 =
−→
C̃β/∥

−→
C̃β∥

−→e2 = −−→
CN/∥

−−→
CN∥ × −→e1

−→e3 = −→e1 × −→e2 ,

(S2)

where × denotes the cross-product. An illustration of (S2) is presented in Figure S2. Note that the
third basis vector −→e3 is parallel to −−→

CN under the hypothesis that the atoms C, N , Cα and C̃β form
a perfect tetrahedron. Let L denote the sequence length and i ∈ {1, . . . , L} the position of the i-th
residue. Denoting as Fi = {−→e1,i,

−→e2,i,
−→e3,i} the reference system (S2) built on the i-th residue, its relative

orientation with respect to another residue at position j ̸= i will be measured by considering the angles
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between the first and third basis vectors:

θ1;i,j = arccos⟨−→e1,i,
−→e1,j⟩, θ3;i,j = arccos⟨−→e3,i,

−→e3,j⟩, (S3)

where ⟨· , ·⟩ denotes the inner product in R3. The reason why the angles (S3) were chosen to capture
the role of orientation in residue-residue interactions is that they present preferred configurations in
nature. This was observed in the structural database for short range contacts i.e. for Sij = |i − j| < 5.
Figure S3 depicts an example of the empirical distribution of (S3) when the Euclidean distance between
both amino acids has crossed the upper limit of the contact interval (S1) i.e. it is smaller than ∆R3

b;i,j .
Indeed, residues beyond the upper limit present preferred relative orientations that are specific to their
identities and range. These preferred orientations might not be unique, as in Figure S3(c-d) and represent
the contact poses with highest probability in nature. For each pair of amino acid residue types and range
class, we took up to three maxima from the density estimates of the empirical distributions of (S3). The
maximum with the highest density value was always kept, and the subsequent maxima were kept if their
prominence with respect to the first maximum was not negligible. We refer to these maxima as the ideal
orientations for Ai-Aj pairs at range Sij , and we denote them as

θ∗
1;i,j = θ∗

1;i,j(Ai, Aj , Sij) and θ∗
3;i,j = θ∗

3;i,j(Ai, Aj , Sij) (S4)

for the angles between the first and third basis vectors respectively. Note that (S4) are non-empty subsets
of [0◦, 180◦] containing up to three values. The complete list of θ∗

1;i,j and θ∗
3;i,j sets and their corresponding

counterparts of Figure S3 are available at https://gitlab.laas.fr/moma/WARIO.

Following the fact that the angles (S3) concentrate around a set of sequence-specific ideal orientations
when both amino acid residues interact, it is possible to define how close to the ideal contact setting is
the relative orientation of a pair of residues. For two residues at positions i ̸= j in the sequence, this is
done by considering the distance between the pair {Fi, Fj} and its ideal orientation:

d2
θ∗({Fi, Fj}) = 1

4 h

(
min

θ∈θ∗
1;i,j

|θ1;i,j − θ|

)2

+ 1
4 h

(
min

θ∈θ∗
3;i,j

|θ3;i,j − θ|

)2

, (S5)

where h is a monotonic function on [0◦, 180◦] defined by h(x) = sin(x) if x ≤ 90◦ and h(x) = 1 − cos(x)
otherwise. Note that the quantity dθ∗({Fi, Fj}) in (S5) takes values in [0, 1], with dθ∗({Fi, Fj}) = 0
being a perfect match to the ideal orientation and dθ∗({Fi, Fj}) = 1 the strongest disagreement with
such setting. Remark also that we have omitted the explicit dependence of (S5) on Ai, Aj and Sij to
lighten notation. As we mentioned before, preferred orientations were only found when Sij = |i − j| < 5.
We refer to this setting as short-range and to the case Sij ≥ 5 as long-range. Consequently, the relative
orientation of the residue pair will only be considered for short-range interactions. In that case, we need to
find a suitable strategy to combine distance and orientation information to correctly account for contact.
This is addressed in the following section.

S1.3 Relative pose distance

We have sought to define an appropriate combination of Euclidean and orientation distances that correctly
acts as proxy for the interaction between residue pairs. Let i ̸= j denote two sequence positions and Fi,
Fj the i-th and j-th reference frame defined in (S2). We denote by dR3(Fi, Fj) the Euclidean distance
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Figure S3: Empirical distribution of angles (S3) computed from the empirical database for pairs of
residues at Euclidean distance smaller than ∆R3

b (Ai, Aj , Sij), stratified by amino acid types and range.
In (a-b), distributions for Ala-Cys pairs at range 4 and, in (c-d), distributions for Ile-Trp pairs at range

1. The non-negligible maxima of the kernel density estimates (red curves) are marked with a dashed
black line.

between the positions of both residues. We propose to combine dR3(Fi, Fj) with (S5) as

(1 − ωθ∗)2 d2
R3(Fi, Fj) + ω2

θ∗ d2
θ∗({Fi, Fj}), (S6)

where the weight ωθ∗ ∈ [0, 1] governs the distance-orientation balance. Of course, the main problem here
is the suitable choice of ωθ∗ . This should be done by considering the following guidelines:

(i) relative orientation must only be considered for short-range interactions,

(ii) relative orientation must only be considered when both residues are close in Euclidean distance, i.e.
closer than the upper limit of their Euclidean contact interval (S1),

(iii) relative orientation must significantly enhance the contact strength if it is close to the ideal setting,
and remain ineffective otherwise.

The first conclusion that can be extracted is that for ωθ∗ to satisfy (i − iii) it must be a function of
the pair of frames, the amino acid residue types and the sequence range ωθ∗ = ωθ∗(Fi, Fj , Ai, Aj , Sij).
To lighten notation, we will omit the explicit dependence on range and residue identities and write only
ωθ∗ = ωθ∗(Fi, Fj). The first point (i) can be easily guaranteed by asking ωθ∗ = 0 if Sij ≥ 5. For
long-range interactions, contact will be exclusively encoded by the Euclidean distance between both
residues. Ensuring (ii) remains to ask ωθ∗ to be a decreasing function of d2

R3(Fi, Fj), whose smooth
decay concentrates in the Euclidean contact interval (S1). Finally, satisfying (iii) demands that ωθ∗
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is also decreasing with dθ∗({Fi, Fj}). Note that the word significantly has been added in (iii). In
other words, ωθ∗ needs to balance distance and orientation in a way that they are comparable beyond
the Euclidean contact interval when orientation plays a non-negligible role. This can be ensured if the
following relation holds:

(1 − ωθ∗)2 d2
R3(Fi, Fj) ∼ ω2

θ∗ d2
θ∗({Fi, Fj}) for all dR3(Fi, Fj) ≤ ∆R3

a;i,j , (S7)

where ∆R3

a;i,j is the lower limit of the Euclidean contact interval for Ai-Aj pairs at range Sij , defined in
(S1). All these conditions are verified if the following functional form is chosen to define ωθ∗ :

ωθ∗(Fi, Fj) =

1 − tanh
[
4
(
d2

θ∗ ({Fi, Fj}) + gij

(
d2
R3 ({Fi, Fj})

))2
]

if Sij < 5,

0 otherwise,
(S8)

where gij is a function defined by

gij(x) = 1
2

(
x

∆R3
b;i,j

) dR3
ij
2

for all x ≥ 0 and dR3

ij =
log
(

argtanh
(

1/∆R3

a;i,j

))
log
(

argtanh
(

∆R3
a;i,j/∆R3

b;i,j

)) , (S9)

where ∆R3

a;i,j (resp. ∆R3

b;i,j) is the lower (resp. upper) limit of the Euclidean contact interval for Ai-Aj

pairs at range Sij , defined in (S1). With this, it is possible to define the relative pose distance between
the pair of residues Ai-Aj with frames Fi, Fj at range Sij in the sequence as the function

d2
RP ({Fi, Fj}) = (1 − ωθ∗ ({Fi, Fj}))2

d2
R3(Fi, Fj) + ω2

θ∗ ({Fi, Fj}) d2
θ∗ ({Fi, Fj}) , (S10)

where we have omitted the dependence on reside types and range for simplicity and ω2
θ∗ ({Fi, Fj}) is

defined in (S8). A clear visualization of the orientation weight (S8) and the relative pose distance (S10)
is presented in Figure S4 for Ala-Ala pairs at range 3. The curves in Figure S4 show that definition
(S8) satisfies conditions (i − iii). Note first that for Euclidean distances greater than the upper limit
of the Euclidean contact interval, orientation is not considered to describe interaction. Its contribution
smoothly increases when crossing the Euclidean contact interval from right to left, becoming comparable
to the one of the Euclidean distance after crossing the lower limit. The rise of ωθ∗ is stronger when the
relative orientation of {Fi, Fj} gets closer to its ideal setting, and weaker otherwise. Indeed, orientation
has no effect in the worst scenario dθ∗({Fi, Fj}) = 0. In other words, the role of orientation is to
enhance the contact strength defined by the Euclidean distance when it is close to the ideal setting. It is
important to remark that the dependence of ωθ∗ on Euclidean distance and orientation occurs smoothly
in all directions. This is possible thanks to the definition of Euclidean contact intervals (S1), which
allows to concentrate the smooth variation of ωθ∗ within a sequence-dependent range of values extracted
in agreement to the observed empirical behavior.

S1.4 Contact function definition

This section is devoted to define contact between amino acids as a continuous function taking values in
[0, 1] and correctly acting as an indicator of their interaction strength. In other words, contact will be
defined as a decreasing function of the relative pose distance:

ωC
ij({Fi, Fj}) = tij (dRP({Fi, Fj})) with tij : [0, ∞) −→ [0, 1] decreasing. (S11)
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Figure S4: For Ala-Ala pairs at range 3, (a) the weight function (S8) and (b) the relative pose distance
(S10). Both quantities are depicted as a function of the Euclidean distance between residue positions

and stratified by distance to the ideal orientation. Dashed and dotted vertical lines indicate respectively
the lower and upper limit of the Euclidean contact interval.

The contact function ωC
ij will take values close to 1 (resp. 0) when the relative pose distance between

residues at positions i ̸= j is close to (resp. far from) 0. Once again, we will ask the contact function to
decrease smoothly with dRP and to concentrate its decay inside an empirically determined interval. To
calibrate its functional form, we proceeded analogously to the previous sections, and started by computing
the empirical distribution of the relative pose distance (S10) for every pair of amino acids at ranges in
{1, 2, 3, 4} extracted from the structural database. The results for Ala-Ala and Lys-Val pairs are presented
in Figure S5.

Figure S5 illustrates the effect of incorporating (S5) to the Euclidean distance when accounting for
short-range residue-residue interactions. If we compare panels in Figure S5 with their counterparts of
Figure S1, we see how the relative pose distance (S10) enhances -by translating their Euclidean distance
value to the left- those residue pairs whose relative orientation is close to the ideal one. This translation
is very clear for pairs at range 1, for which the uni-modal distributions of Figure S1 become bi-modal
in Figure S5, but it also appreciable for ranges higher than one, where the probability mass moves to
smaller distance values thanks to the residue pairs with low values of (S5). Note that the shift is more
visible for contacts at range 1 due to the high concentration of the distance distribution around its mean.
Indeed, distances and orientations between consecutive residues are very physically restricted. For longer
ranges, the shift is equally present but less appreciable through Figure S5 due to the higher variance
of the distance distributions. To conclude, defining (S10) allows us to filter residue-residue interactions
that, besides corresponding to amino acids close in Euclidean distance, present ideal relative orientations.
We introduce now the analogous contact interval of (S1) for the relative pose distance (S10). Let Ai, Aj

denote a pair of amino acid identities and Sij = 1, 2, . . . denote a sequence range. Let fRP
ij denote the

density function of the relative pose distance distribution for Ai-Aj pairs at range Sij estimated from
the structural database and truncated to the interval [0Å, 10Å]. The contact interval for Ai-Aj pairs at
range Sij is defined as the real interval

CRP
ij (Ai, Aj , Sij) = CRP

ij = [∆RP
a;i,j , ∆RP

b;i,j ], (S12)

where ∆RP
a;i,j is the smaller abscissa presenting a maximum of fRP

ij and ∆b;i,j is the closest abscissa from
the right to ∆RP

a;i,j presenting a minimum of fRP
ij . As the relative pose distance (S10) corresponds to the
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Figure S5: Empirical distribution of the relative pose distance (S10) between (a-e) Ala-Ala and (f-j)
Lys-Val residues in the structural database, stratified by range groups. Distributions are depicted

through a histogram and a kernel density estimate. Dashed and dotted vertical lines indicate
respectively the lower and upper limit of the contact interval.

Euclidean one for Sij ≥ 5, we have

∆RP
a;i,j = ∆R3

a;i,j , ∆RP
b;i,j = ∆R3

b;i,j for all Sij ≥ 5.

Then, we choose the decreasing function tij in (S11) to concentrate its smooth decay in (S12). This can
be done by choosing

tij(x) = 1 − tanh

( x

∆RP
b;i,j

)dRP
ij

 for all x ≥ 0 and dRP
ij =

log
(
argtanh

(
1/∆RP

a;i,j
))

log
(

argtanh
(

∆RP
a;i,j/∆RP

b;i,j

)) . (S13)

The curve of tij is illustrated in Figure S6 for Ala-Ala pairs at range 3. It shows how the contact function
(S11) represents a relaxation of the classical step function based on a universal threshold. Here, contact is
described by a continuous function whose transition from low to high values is smooth and concentrated
inside an empirically determined sequence-specific interval.

S1.5 UMAP and HDBSCAN algorithms

The Uniform Manifold Approximation and Projection (UMAP) algorithm was introduced in the very
technical work [9], together with a more accessible and fully detailed documentation [10]. UMAP is a
graph layout algorithm incorporating several theoretical foundations that provide it with a robust and
well-established framework. Succintly, the UMAP algorithm builds a graph in the high dimensional space
and then performs an optimization step to find the most similar graph in a lower dimension. UMAP
begins by building balls centered at each point and connecting points whose corresponding balls overlap.
This yields the representation of the dataset as a simplicial complex, that captures many of the main
topological properties of the high-dimensional space [11]. To deal with the arbitrariness of the radius
choice, the connections are made probabilistic and the edges of the graph are weighted. The resulting
graphical representation is projected into a lower-dimensional space via a force-directed graph layout
algorithm. The optimization procedure is similar to the one of t-SNE [12], but it effectively preserves
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a more substantial amount of global structure [13]. UMAP has found numerous applications in various
domains, such as genetics [14,15], single-cell genomics [16,17] or neuroimaging [18]. Besides, its popularity
is steadily increasing due to its demonstrated empirical efficiency, especially in enhancing the performance
of clustering methods [19].

HDBSCAN [20] is a hierarchical version of the DBSCAN [21] clustering algorithm. It is a density-
based method, so it performs better than classical distance-based techniques like k-means when clusters
have arbitrary shapes and sizes, or in the presence of noise or outliers. The algorithm initially follows
a similar approach to that of DBSCAN. It involves a density-based transformation of the space, akin
to DBSCAN, and subsequently performs single linkage clustering on the transformed space. However,
an alternative strategy is carried out to avoid the use of an epsilon value to define a cutoff level for
the dendrogram, enabling the identification of the more stable or persistent clusters. Instead of the
cutoff parameter, HDBSCAN needs the choice of the minimum cluster size, which is more intuitive and
interpretable in practical scenarios. This, together with its remarkable computational efficiency, has made
HDBSCAN a very popular algorithm often implemented in combination with dimensionality reduction
techniques [15, 22, 23]. For a complete explanation of the algorithm details, we refer to the HDBSCAN
documentation [24].

S2 The importance of refining contact definition

We assessed whether the effort made in Section S1 to define contact as a continuous function that
integrates sequence and geometrical information is worth it to characterize ensembles. To do so, we kept
the same strategy of characterizing an ensemble by a weighted family of contact maps, but starting from
the classical contact definition i.e. by considering the matrix

C =



c12;1 · · · cij;1 · · · c(L−1)L;1
c12;2 · · · cij;2 · · · c(L−1)L;2

...
...

...

c12;n · · · cij;n · · · c(L−1)L;n


, (S14)
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with cij,k = 1 if dR3(Fk
i , Fk

j ) ≤ 8Å and cij,k = 0 otherwise, where Fk
i denotes the i-th reference frame

(S2) for the k-th conformation. As the entries of (S14) are binary, we chose the Jaccard distance to
project the data into the 10-dimensional UMAP space. Then, the clustering was performed using the
Euclidean distance between points in the low-dimensional space. Of course, using the classical contact
definition based on thresholds imposes the need of metrics that are well-defined for this type of data. The
choice of such metric is not straightforward and neither is its suitability in the low-dimensional projection.
Whether we can correctly compare points in the UMAP space with the Euclidean distance when the high-
dimensional space is {0, 1}p is not a trivial question to address. Moving to the continuous scenario might
ease the interpretation of the low-dimensional projection when using exclusively the Euclidean distance
between points.

After implementing the previously described analysis to the CHCHD4 ensemble, we observed a sub-
stantial disagreement between methods when looking at the number of classified conformations. When
using (1), WARIO classified the 78% of conformations. This proportion decreased to 65% when using
(S14). The number of retrieved clusters was almost the same as in Section 3.1, where WARIO found
23 classes versus the 22 retrieved here, using the same value for the minimum cluster size: the 1% of
n. When looking at the cluster-specific contact maps, we find similar contact trends when comparing
both approaches. We can identify groups of conformations similarly classified with both approaches by
detecting visually matching contact maps. Three examples are presented in Figure S7. This was expected
as the definition proposed in Section S1 is a refinement of the classical one, and no extreme disagreements
should appear.

However, remarkable differences appear when diving into short-range contacts, for which relative
orientation played a role in the relative pose distance (S10). To illustrate this, we focus on the last row
of Figure S7. Both contact maps seem to indicate the presence of helical motifs near the C-terminal.
We already showed it in Figure 3(e) for the continuous contact definition. Conformations belonging to
the corresponding cluster exhibit α-helix structure at residues 21-24, which is confirmed by the DSSP
propensities presented in Figure S8(a). However, despite the visual similarity of panels (e) and (f) in
Figure S7, we can appreciate that values for the continuous contact function (panel (e)) are slightly
higher at the C-terminal than the ones for the binary definition (panel (f)). This means that residues
21-24 are closer in relative pose distance (S10) than in Euclidean distance. In other words, taking
relative orientation into account enhances contact identification when it is close to the preferred behavior
observed in nature. Indeed, the proportion of α-helix structures at 21-24 in cluster 6 for the binary
contact clustering (see Figure S8(b)) is considerably smaller. This can be alternatively illustrated by
looking at the conformations from such cluster, shown in Figure S8(c), which differ from the structured
behavior depicted in Figure 4(e). Consequently, redefining contact as a continuous function (S11) that
integrates sequence information and relative orientation is crucial to make the classification coherent in
terms of secondary structure.
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(f)

Figure S7: Left (resp. right) column: cluster-specific ω-contact maps (resp. average contact maps) for
CHCHD4 after performing the UMAP+clustering pipeline on (1) (resp. (S14)). Maps in the same row

are those who visually match each other among both classification techniques.
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(a) UMAP+HDBSCAN on (1).
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(b) UMAP+HDBSCAN on (S14).

(c) Random conformers of cluster 6.

Figure S8: (a-c): Average DSSP secondary structure propensities across cluster conformations after
performing the UMAP+HDBSCAN pipeline on (1), for cluster 8 (a) and on (S14), for cluster 6 (b), for

the CHCHD4 ensemble. (c): 10 conformations randomly selected from cluster 6 in the previously
detailed conditions.
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S3 Additional analyses using other clustering approaches

S3.1 Supplementary figures
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Figure S9: Left column: CHCHD4 cluster-specific Lennard-Jones contact maps after implementing the
UMAP+clustering pipeline to the set of all inter-residue LJ potentials. Right column: average DSSP
secondary structure propensities across cluster conformations corresponding to the cluster in the same

row, left column.

S3.2 Global metric between clustering approaches

We compared the presented clustering approaches using the Adjusted Rand Index [25]. Intuitively, this
score represents the probability that a pair of clustering algorithms will agree on classifying (in the same
or different groups) a randomly chosen pair of observations. The Rand index takes values in [0, 1], with
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Figure S10: Adjusted Rand Index comparing WARIO and the three alternative featurizations
mentioned in the manuscript.

0 corresponding to clusterings that do not agree on any pair of points and 1 indicating that the data
clusterings are exactly the same. Here, we have compared the partitions of the CHCHD4 ensemble
that were retrieved by WARIO and the three alternative approaches mentioned in the manuscript, that
is, the UMAP+HDBSCAN pipeline applied on conformations featured with (i) inter-residue Euclidean
distances, (ii) Lennard-Jones interaction potentials and (iii) the classical binary contacts. To filter out
the noise, we kept conformations that were classified by HDBSCAN in all cases. Results, presented in
Figure S10, show that the clasical contact featurization yields the closest partition to WARIO’s, as it
was expected. Largest differences appear between WARIO and the remaining featurizations, especially
with the Euclidean distance based approach. In any case, note that a global score has to be dealt with
care when used to compare two clustering algorithms, as it might be very sensitive to hyper-parameters
like the number of clusters. Local comparisons between families of contact maps are more reliable and
informative in this context.

S4 Results of Section 3.3

S4.1 Characterization of Huntingtin Exon-1 MD trajectory

The N-terminal region of huntingtin, the so-called exon-1, is the causative agent of Huntington’s disease,
a deadly neurodegenerative pathology [26]. This fragment contains a poly-glutamine tract, poly-Q,
that is flanked by 17 amino acids (N17) and a proline-rich region at N- and C-termini, respectively.
Importantly, when the length of the poly-Q exceeds a pathological threshold of 35, the protein forms large
amyloidogenic aggregates in neurons that cause the pathology [27]. The structural changes occurring to
the protein above this threshold have been the object of huge research efforts from experimental [28, 29]
and theoretical perspectives [30]. In a recent study, huntingtin exon-1 (HTTExon-1) was described as an
equilibrium of multiple partially helical states involving the N17 and increasing fragments of the poly-Q
tract [31]. A MD simulation of a HTTExon-1 encompassing the N17, a poly-Q tract with 46 glutamines
and five prolines was performed with the aim to decipher the mechanisms governing the structure of the
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Figure S11: Structural analyses of HTTExon-1 MD trajectory. (a) Nine HTTExon-1 clusters
represented by their DSSP secondary structure propensities and ordered by increasing number of

residues involved in the α-helix. Together with each DSSP matrix, ten conformations randomly selected
from the group and aligned on the α-helix are depicted. (b, resp. c) Cluster-specific ω-contact map for
the 11-th (resp. 144-th) cluster of HTTExon-1 characterization after setting to the 1% (resp. 0.1%) of n

as the minimum cluster size. (d) Ten conformations randomly selected from the 144-th cluster and
aligned on the extended sheet structure around residue 35. Note that the cluster numbering is arbitrary

and it is not related with its population.
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protein. Details of this simulation can be found in the original publication [31]. Here, we have analyzed
this 20 microsecond trajectory (n = 96000) with WARIO in order to disentangle the conformational
states of this protein.

WARIO found a large number of low-populated clusters, K = 43, in the ensemble of HTTExon-
1. Interestingly, the 43 clusters presented comparable sizes, grouping 1-3% of the conformations when
defining to 1% of n the minimum cluster size. The overall distribution of the weights (3) is illustrated by
projecting (1) to a two-dimensional UMAP space (see Section S6). Our approach identified a family of
structural clusters displaying a systematic helix extension along the poly-Q tract. Among the 43 clusters,
very few long-range contacts emerged from the analysis, the clustering being mainly governed by the
short-range helical motifs, which appear close to the diagonal. Indeed, these clusters can be structurally
interpreted by monitoring the number of residues involved in the α-helix, which naturally emerge from
the cluster-specific ω-contact maps and their DSSP secondary structure analysis. This is illustrated for a
group of representative clusters in Figure S11(a) (see Section S6 for the complete characterization). Note
that the detection of the different steps along the secondary structure formation is not hampered by the
rest of the chain, which preserves an important level of disorder, underlining the power of WARIO to
focus on the relevant inter-molecular interactions governing the structure.

We also used the example of HTTExon-1 to assess the effect of the clustering resolution, which can
be adjusted by selecting the minimum cluster size, for the detection of extremely low populated states
in ensembles. Note that, in some cases, the detection of structural motifs or contact patterns could be
essential, but they may go unnoticed if the resolution of the analysis is not sufficiently high. For instance,
the cluster-specific ω-contact map for the 11-th cluster, presented in Figure S11(b) and corresponding to
the 2.56% of conformations, displays a network of long-range interactions between residues ∼50-55 and
∼60-65, and a much less intense contact pattern around residue 35, which could correspond to a β-sheet.
This last feature is barely appreciated as its corresponding contact function average value remains around
0.1-0.2. Moreover, it is unclear whether the two structural motifs can simultaneously occur in the trajec-
tory. This can be confirmed by refining the clustering at higher resolution and evaluating the partitioning
of the 11-th cluster conformations in the new analysis. Using a minimum cluster size of 0.1% of the total
number of conformations, WARIO retrieved 440 clusters. One of them, containing 0.2% of the confor-
mations, clearly captured the previously alluded β-sheet contact pattern (Figure S11(c,d)). Importantly,
this cluster was the only one presenting this structural pattern, which appeared simultaneously to the
C-terminal long-range interaction. These results show that WARIO is able to detect and group the 192
conformations presenting this particular contact pattern among the 96000 of the ensemble, highlighting
its sensitivity to scarcely populated intramolecular contacts.

S4.2 Characterization of TAR DNA-binding protein 43 (TDP-43)

TAR DNA-binding protein 43 (TDP-43) is a multidomain protein involved in key RNA regulatory pro-
cesses and it is commonly associated with various neurodegenerative disorders, including amyotrophic
lateral sclerosis and frontotemporal dementia [32]. Multiple investigations suggest that TDP-43 is capable
of experiencing liquid-liquid phase separation (LLPS) in vitro and to integrate into biological conden-
sates [33]. The domain architecture of TDP-43 consists of a folded N-terminal domain (NTD, res. 1–78),
two RNA-recognition motif domains (RRM1/2, res. 104–263) connected by a short linker, and a disor-
dered C-terminal region (CTD, res. 264–414) that contains an evolutionary conserved region (CR, res.
319–341) known to populate a transient α-helical structure that is key for droplet formation [34]. The role
of the different protein domains in the intra- and intermolecular interactions that give rise to LLPS is not
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yet fully understood [35]. In this context, multi-scale simulations are a suitable approach to rationalize
experimental results [36,37].

In a recent study, all-atom MD simulations of TDP-43 (414 residues) at two different ionic strengths
(100 and 300 mM NaCl) were analyzed to unravel the interdomain interactions governing phase separa-
tion [37]. Through an average contact map, in the original study, a complex interaction network involving
linkers and the disordered C-terminal domain was identified. Here, we applied WARIO to the ensembles
generated by both all-atom MD simulations, showing that the method is capable of finely disentangling
the interdomain interactions that occur across the system. For each NaCl concentration, the trajectory
was formed by the concatenation of three independent replicas of 5000 conformations. Details on the
MD simulations can be found in [37]. Average distance representations used in the original study, while
capable of detecting the most prevalent contacts, loose information about the correlation between differ-
ent interactions, hampering the identification of these occurring simultaneously. The WARIO analysis
of the low ionic strength trajectory is used here to exemplify the interaction network patterns. Two
cluster-specific contact maps are presented to illustrate this point (Figure S12). The complete character-
ization at 100 mM NaCl is included in Section S6. The first one shows a simultaneous interaction of the
folded N-terminal domain NTD with both C-terminal disordered regions (IDR1, res. 263-318; IDR2, res.
342-414), as well as an intradomain interaction between IDR1 and IDR2 (Figure S12(a)). In the second
one, IDR2 interacts simultaneously with NTD, IDR1, the first linker (L1, res. 79-103) and the conserved
region (CR, res. 319-341) of the C-terminal domain (Figure S12(b)). Interestingly, this last configuration
induces the formation of an anti-parallel extended sheet in IDR2 involving residues 342-343 and 373-374
(Figure S12(c)). By inspecting all clusters derived from the trajectory at 100 mm NaCl, this motif only
appears when the above-described long range interaction pattern of the 27th cluster is present. These
concomitant interactions could not be identified in the original analyses.

The accurate clustering of conformations provided by WARIO enables the comparison between en-
sembles obtained with different parameters to identify the structural features that change between them.
To exemplify this point, we have compared the clusters derived from the trajectories obtained at both
ionic strengths. First, we focus on an interaction that remained unaltered with the salt concentration
according to the original study: the long-range contact between the first linker L1 and the second RNA-
recognition motif domain RRM2 (Figure S12(d)). At 100 mM NaCl, this interaction was clearly observed
within 9 clusters containing 16.32% of conformations. Besides, L1-RRM2 contacts were coupled with
other inter-domain interactions. Concretely, clusters 17 (lower triangle of Figure S12(d)) and 19 (com-
prising 3.99% of conformations altogether) presented simultaneous NTD-IDR1, NTD-IDR2, IDR1-IDR2,
RRM1-IDR1 and RRM1-L2 interactions. Clusters 39, 40 and 43 with 5.25% of conformations presented
L2-RRM1 interactions (see Section S6 for the complete family of cluster-specific ω-contact maps at both
ionic strengths). However, the L1-RRM2 interaction at 300 mM NaCl was uncoupled to any other long-
range contact, appearing as the only inter-domain interaction within the corresponding clusters (see e.g.
the upper triangle in panel (e) of Figure S12). This observation suggests that the ionic strength selectively
breaks some intramolecular interactions, while keeping others unaltered.

Interestingly, in the original study, slight perturbations in the interaction network involving disordered
regions and linkers were detected for TDP-43 when the salt concentration was increased [37]. For instance,
the interaction between IDR1 and IDR2 was reported to disappear at high ionic strength. The inspection
of the contact maps of the 300 mM trajectory clusters, indicates that this contact is observed for some
conformations, although its population diminishes (from 27.25% at 100 mM to 15.01% at 300 mM),
underlining the higher sensitivity of our approach with respect to averaged contact maps (Figure S12(e)).
This feature of WARIO is also evidenced for the contact between residues 353-355 of IDR1 and 285-287
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Figure S12: (a,b) Cluster-specific ω-contact maps for two clusters of the TDP-43 ensemble at 100 mM
NaCl. In the upper triangles, 10 conformations randomly extracted from the corresponding cluster,

aligned on residues that present prominent interactions. The N-terminal domain (NTD) is colored in
blue, the two RNA recognition motif-containing domains (RRM1, RRM2) are colored in green and red

respectively, the first and second linkers (L1, L2) are colored in gray and black respectively, the two
intrinsically disordered regions (IDR1, IDR2) are colored in yellow and orange respectively and the

conserved region (CR) is colored in violet. In (b), RRM1, RRM2 and L2 have been removed for easier
visualization. (c) Average DSSP secondary structure propensities and average radius of gyration across

the 27th cluster conformations, restricted to the IDR2 residues. (d,e) Two pairs of cluster-specific
ω-contact maps comparing clusters presenting RRM1-L1 (d) or IDR1-IDR2 (e) inter-domain
interactions, at both salt concentrations (100 mM lower triangle, 300 mM upper triangle).
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of IDR2 identified with WARIO (see e.g. cluster 9 in the lower triangle of Figure S12(e)), which was not
detected in the original study.

S5 Characterization of Sendai virus N-tail

We applied WARIO to analyze two conformational ensembles of the Sendai virus N-tail [38]. The ensem-
bles were generated by a statistical sampling method described in [39] and using two different approaches.
The first used three-residue-based sampling (TRS) in the fragment V476-E489, which correctly samples
conformations with helical propensity in this region of the protein (see [39] for details). The second
employed single-residue-based sampling (SRS), which builds random coil models. The WARIO analysis
of the TRS ensemble classified the 99.95% of conformations and identified three clusters encompassing
helical conformations of different length and position. These clusters represent 59.12% of the conforma-
tions. Results are presented in Figure S13. Not surprisingly, no structurally meaningful clusters could
be identified by WARIO when doing the same analysis to the SRS ensemble.

S6 Additional results

This Section presents the complete characterizations of the conformational ensembles for the three pro-
teins studied in this work. For each one of the examples, we first present the two-dimensional UMAP
embedding of conformations featured by contact functions. Points are colored according to the HDB-
SCAN classification, illustrating the overall distribution of the cluster occupancies. Then, the complete
family of weighted ω-contact maps is presented for the ensemble. Finally, we show the secondary struc-
ture propensities for the conformations of each cluster, together with their average radius of gyration.
For each one of the latter plots, DSSP classes are depicted in decreasing ordinates as: H (alpha helix),
B (residue in isolated beta-bridge), E (extended strand, participates in beta ladder), G (3-helix (3/10
helix)), I (5-helix (pi helix)), T (hydrogen bonded turn), S (bend) and L (loops and irregular elements).
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S6.1 Complete characterization of CHCHD4

S6.1.1 Two-dimensional UMAP projection

S6.1.2 Complete family of weighted ω-contact maps
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S6.1.3 Secondary structure propensities and average radii of gyration
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S6.2 Complete characterization of Huntingtin

S6.2.1 Two-dimensional UMAP projection
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S6.2.2 Complete family of weighted ω-contact maps
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S6.2.3 Secondary structure propensities and average radii of gyration
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S6.3 Complete characterization of TDP-43 at 100 mM NaCl

S6.3.1 Two-dimensional UMAP projection

S6.3.2 Complete family of weighted ω-contact maps
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S6.3.3 Secondary structure propensities and average radii of gyration
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S6.4 Complete characterization of TDP-43 at 300 mM NaCl

S6.4.1 Two-dimensional UMAP projection

S6.4.2 Complete family of weighted ω-contact maps
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S6.4.3 Secondary structure propensities and average radii of gyration
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Figure S13: Cluster-specific ω-contact maps (2) for the four clusters of Sendai virus N-tails. In the
upper triangles, 10 conformations randomly extracted from each clusters and aligned (a-c) at the

residues presenting high helical propensity and (d) at all residues. Below each matrix, the mean DSSP
propensities are presented for each cluster.
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