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Adaptive Hybrid Control for Robust Global
Phase Synchronization of Kuramoto Oscillators

Alessandro Bosso', Member, IEEE, llario A. Azzollini?, Simone Baldi®, Senior Member, IEEE, and
Luca Zaccarian®*, Fellow, IEEE

Abstract— A distributed controller is designed for the
robust adaptive global phase synchronization of a net-
work of uncertain second-order Kuramoto oscillators with
a leader system, modeled as an autonomous nonlinear
exosystem that communicates the reference signals only
to a subset of the oscillators. We propose an adaptive
strategy, only assuming knowledge of upper bounds on
the unknown oscillators parameters, that exploits a hy-
brid hysteresis mechanism to obtain global synchroniza-
tion despite the well-known topological obstructions with
the phases (which evolve on the unit circle). A distributed
observer of the leader exosystem is key to overcoming
these topological obstructions combined with the generic
graph topology we consider. Leveraging the results of
hybrid systems theory, including reduction theorems,
Lyapunov techniques, and properties of w-limit sets, we
prove global convergence of the phases to the leader
reference and robust global asymptotic stability of the
closed-loop dynamics, despite the presence of an adap-
tive control law.

Index Terms— Kuramoto oscillators, distributed con-
trol, hybrid control, adaptive control, robustness.

. INTRODUCTION
A. Networks of Kuramoto oscillators

YNCHRONIZATION and coordination phenomena are
ubiquitous in several application domains, including
physics, engineering, biology, and social sciences. In this
context, special attention is given to the collective behavior
of networks of interacting oscillators such as those described
by the Kuramoto model [1]. This model is capable of
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capturing with appealing mathematical simplicity complex
nonlinear phenomena such as those emerging in power
networks [2], [3] or connectivity patterns in the human brain
[4], [5]. The original Kuramoto model was characterized by
first-order phase dynamics. Second-order models involve an
additional angular frequency state, where each oscillator has
its own inertia [3], [6]. Recent extensions include the third-
order Kuramoto model [7], inspired by the transient behavior
of power networks, or the generalization of the phase state
space given by the Kuramoto model on Stiefel manifolds
[8], capable of including in a unified framework both the
classical model and more complex structures such as the
Lohe model [9].

In general, synchronization of Kuramoto oscillators may
occur with or without a control input affecting the network.
Concerning the uncontrolled scenario, significant efforts
have been dedicated to studying the impact of couplings
(either the network topology or the intensity of connections)
on the synchronization properties of the trajectories [10]—
[15]. In the controlled scenario, the emphasis is on finding an
appropriate input to achieve synchronization in an artificially
engineered network, typically assuming that a controller is
located at each node [16], [17]. Representative engineering
applications with this structure include microgrids [18] or
planar circular formations [19], [20]. When rotations are
involved, as in attitude control of rigid bodies, Kuramoto-
like higher-dimensional dynamics arise [21], [22].

This work focuses on leader-follower synchronization,
also known as pacemaker-based synchronization [23]. This
control scenario involves a leader system dictating the
desired behavior of the network. However, the leader’s
reference signals are not directly available to all nodes in
the graph.

A challenge in achieving leader-follower synchroniza-
tion is that the controller of each node should employ
only locally available quantities received from its neigh-
bors, according to a communication graph topology. Then,
significant challenges emerge from the goal of obtaining
synchronization despite disturbances, measurement noise or
model uncertainties (requiring robustness), and unknown
parameters (requiring adaptation). Moreover, when aiming
at global properties, challenging fundamental obstructions
exist, as discussed next.



B. Obstructions to global synchronization

It has been well recognized in the literature that the non-
Euclidean nature of the state space of a Kuramoto model
is the main obstruction to achieving global asymptotic con-
vergence to the leader’s reference phase. When representing
the phase of each oscillator as an element of the unit circle
S!, the ensemble of N phase angles is an element of the
N-torus TV [24], which is a bounded set. This leads to the
advantage that phase synchronization can be reformulated as
the attractivity of a compact set. Although this formulation is
beneficial for control design, the N-torus is a non-Euclidean
set, meaning that synchronization cannot be handled with the
tools used in linear synchronization by consensus. Indeed,
globally solving the consensus problem on TV with generic
undirected connected graphs, possibly including cycles, is
significantly complicated by the possible generation of stable
attractors not corresponding to synchronization [24]. Thus,
the attention has been often restricted to the special case of
acyclic graph topologies, as in [21].

In addition, the topological properties of a non-
contractible space (i.e., not diffeomorphic to any Euclidean
space) pose significant obstacles to global stabilization
through continuous feedback. For instance, the continuous-
time algorithms (and their corresponding discrete-time ver-
sions) in [24] lead to multiple equilibria in the state space,
where only one of them corresponds to the desired config-
uration. The same issue is shared by several applications
involving rotations: for example, in the above-mentioned
context of attitude control, only almost global results can
be achieved with continuous laws for control [25] and
observation [26].

In recent years, it has been shown that robust global
stabilization can be achieved on non-contractible spaces
through dynamic hybrid (instead of continuous) feedback
[27]. Meaningful results have been proposed, e.g., for unit
quaternions [27] through hysteresis-based techniques and for
the N-sphere [28] via synergistic potential functions. Some
efforts have also been dedicated to the unit circle [29].
However, all of the above solutions have been developed
in a single-agent scenario and in the absence of uncertain
dynamics. One of the first attempts to present hybrid feed-
back in a multi-agent setting can be found in [21], for
the special case of acyclic graph topology. An interesting
distributed global quaternion synchronization solution for
generic graphs, proposed in [22], combines a sliding-mode
distributed observer and a hybrid stabilizer. Nonetheless,
due to the presence of static discontinuities, the global
synchronization properties are not robust to uncertainties and
measurement noise.

Despite the progress in the field, to the best of the authors’
knowledge, a control scheme is still missing to achieve
robust adaptive global leader-follower synchronization of
uncertain Kuramoto oscillators for generic undirected and
connected graphs.

C. Main contributions of this work

The goal of this work is to achieve robust adaptive
global asymptotic leader-follower phase synchronization in
a generic connected network of second-order Kuramoto
oscillators, i.e., to globally asymptotically track a phase
reference trajectory produced by a leader without precise
information of the parameters of the oscillators, except for
known upper bounds.

To overcome the above-mentioned fundamental obstruc-
tions, we adopt a hybrid dynamical systems approach fol-
lowing the formalism in [30] with special care for the
well-posedness of the closed-loop dynamics. Well-posedness
allows us, among other things, to benefit from the use of
powerful Lyapunov-based stability analysis tools, such as the
hybrid invariance principle from [30, Ch. 8], and reduction
theorems from [31]. Our distributed controller comprises
the following components embedded in each node: (a) a
distributed observer for obtaining a local estimate of the
leader’s reference; indeed, the reference may be not directly
available to all the nodes in large engineered communication
networks due to technological limitations [20] (which forbid
the scenario where the leader can send the reference to all
the nodes, solvable through local tracking controllers); (b)
a hybrid synchronizer used to track the locally estimated
reference and to enable phase synchronization in a global
sense; (c) an adaptive mechanism that achieves asymptotic
phase synchronization in the presence of the parametric
uncertainties of the heterogeneous oscillators.

The original contributions of this work can be summarized
as follows.

(i) By virtue of our distributed observer combined with
invariance and reduction theorems, we succeed in globally
solving the consensus problem on TN with generic undi-
rected connected graphs also including cycles, with a leader
that communicates only with a subset of the graph nodes.
Therefore, with our approach, we avoid the above-discussed
issues associated with undesirable stable attractors [24] and
overcome the acyclic graph assumption of existing works
[21]. In our general setting, the observer-based architecture
is essential to decouple the global synchronization problem
on TV into N global synchronization problems on S'.

(ii) The leader system, representing a generator of the
reference signals available to part of the network, is taken
as a novel nonlinear second-order system (exosystem) far
more general than those employed in the literature [22], [32].
Indeed, we allow for a feedback interconnection between
the phase and frequency subsystems under a mild Lipschitz
bound on the nonlinearities at the right-hand side, whereas
the existing literature only handles cascaded interconnec-
tions. The only fundamental connection of the exosystem
with the physical oscillators is that the phase reference
evolves on the unit circle S!, to be compatible with the
phases of the Kuramoto oscillators. In the analysis of our
distributed observer, we show that classical ISS-small-gain
tools [33, Ch. 10], applied to this novel class of exosystems,
ensure global asymptotic distributed estimation and, more



importantly, provide explicit tuning rules depending on the
graph connectivity and the Lipschitz bounds of the novel
leader dynamics.

(iii) To ensure compatibility with the parameter adap-
tation mechanism, for the synchronizer design we revisit
and extend the hysteresis-based hybrid controllers originally
proposed in [27] to deal with the topological obstructions
associated with the unit circle. Indeed, we augment these
controllers with a first-order filter so that the stabilizing
input does not change across jumps, a key property for
interlacing the hybrid synchronizer with the continuous-time
adaptation commented below. This approach may reveal
useful in independent works where discontinuous inputs
might cause undesirable Lyapunov increase at jumps (see,
e.g., the issues in [34, Fig. 2]).

(iv) With our adaptation mechanism, we prove two mean-
ingful properties for the closed-loop system without requir-
ing persistency of excitation: existence of a robustly globally
asymptotically stable compact attractor; global asymptotic
convergence of all phases to the reference exosystem. The
first property, which may sound atypical as compared to
standard results in the adaptive literature, is an original
contribution of this work. This result is unlocked by embed-
ding the overall dynamics in a hybrid inclusion [30]. Then,
the powerful characterization of w-limit sets of well-posed
hybrid systems, together with a simple dead-zone-based
projection mechanism for keeping the parameter estimates
in a compact set, enables proving the existence of such a
compact globally asymptotically stable attractor. To the best
of the authors’ knowledge, no similar result is found in
the adaptive literature, where no analysis tools for hybrid
inclusions are typically used.

(v) By globally asymptotically stabilizing a compact set
for the well-posed closed-loop system, our formulation
ensures from [30, Ch. 7] intrinsic robustness properties
that imply graceful performance degradation in the pres-
ence of measurement noise and small persistent unmodeled
disturbances (the so-called semiglobal practical property).
Among other things, such robustness guarantees ensure
that the closed-loop stability properties are also preserved
(semiglobally and practically) under a sample-and-hold im-
plementation of the hybrid feedback [35]. Such robustness
features cannot be proven with discontinuous solutions such
as those in [22].

A preliminary version of this study has been published
in [36]. In this paper, we improve [36] in several directions.
First, [36] considers the simplified case of known parameters
of the Kuramoto oscillators. Moreover, [36] considers a
simplified cascaded exosystem structure as in [22], [32],
in place of the more general class of exosystems discussed
above in item (ii).

The paper is organized as follows. Sections II and III
are dedicated, respectively, to formulating the model and
presenting a formal statement of the control problem. Then,
Section IV defines the distributed observer and provides a
detailed stability analysis of the estimation error dynamics.

Section V introduces the hybrid controller for reference
tracking, along with a preliminary stability analysis in con-
ditions of global knowledge of the reference signal. The
results of the previous sections are collected and exploited
in Section VI, which presents the overall stability analysis
based on reduction theorems. In Section VII, we validate
the theoretical results through numerical simulations that
confirm the effectiveness of the proposed solution. Section
VIII concludes the article.

Notation

R and Z denote the sets of real and integer numbers,
while R>( := [0,00). The transpose of real-valued vectors
and matrices is denoted with (-)T, while ® indicates the
Kronecker matrix product. For any integer n > 1, I,
is the identity matrix of dimension n and 1,, € R" is
the vector of all ones. With column vectors v and w, the
notation (v, w) indicates the concatenated vector [v" w']T.
diag(as,...,a,) denotes the block-diagonal matrix with
diagonal elements a;, i € {1,...,n}. Finally, o(-) denotes
the smallest singular value of matrices.

1) Graph Theory: An undirected graph of order NN is
defined as G = {V,€}, where V = {1,...,N} is a
finite non-empty set of nodes and £ C V x V is a set of
non-ordered pairs of nodes, called edges. For each ¢ € V),
N ={jeV:(ij) € &} is the set of neighbors of 7. An
undirected graph G is connected if, taken any arbitrary pair
of nodes (i,7), 4,7 € V, there is a path from ¢ to j. Given
a leader node not included in V, we denote with 7 C V
the set of target nodes, i.e., the set of nodes that receive
information from the leader.

For an undirected graph G with target nodes 7T, the
adjacency matrix A = [a;;] € RV*YN is defined as a;; =
a;; = 11if (4,5) € € ¢ # j, and a;; = 0 otherwise;
the Laplacian matrix L = [l;;] € RM*YN is defined as
li; = Zj Qjj and l” = —Qjj if ¢ 75 j, while the target matrix
T = [1;;] € RN*N s a diagonal matrix such that 7;; = 1 if
1 € T and 7;; = 0 otherwise. Finally, the matrix B :== L+T
is denoted as leader-follower matrix. For an undirected and
connected graph G with 7 # 0 (equivalently, with 7" # 0),
B is positive definite [37].

2) Hybrid Dynamical Systems: A hybrid dynamical sys-
tem H := (C, F, D, G) can be compactly described as [30]:

,H:{i”eF(x),

zteG(x),

where x € R" is the state, C' C R" is the flow set, I :
R™ = R" is the flow map, D C R" is the jump set, and
G : R" == R” is the jump map. A solution of (1) can
either flow according to the differential inclusion & € F(z)
when = € C, or jump according to the difference inclusion
xt € G(x) when z € D. Below, we recall definitions and
results from [30, Ch. 7] that will be used for robust adaptive
synchronization.

First, we provide global versions of KL and robust ICL
asymptotic stability [30, Defs. 7.10 and 7.18]. A compact
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set A C R” is said to be globally KL asymptotically stable
for system (1) if there exists a function 8 € KL such that

|x(t7j)|A < B(‘x(OaO”Aat +])7 for all (taj) € domx,

2
for every solution x of (1). Then, we say that a compact
set A C R™ is globally robustly ICL asymptotically stable if
there exists a continuous function p : R™ — Rx>q, positive
on R™\ A, such that A is globally XL asymptotically stable
for H, = (C,,F,,D,,G,), the p-perturbation of #. The
exact definition of #, is given in [30, Def. 6.27] and not
reported here due to space constraints. The perturbed data
¢, >C, F, > F, D, > D, G, D G are obtained by
inflating C\, F', D, G at each point x € R™ by a ball whose
radius is associated with the values of the positive definite
function p at points nearby z. Since p(x) > 0 for all = €
R™\A, then H, is a strictly larger hybrid inclusion whose
data C,, F,,, D,, G, plugged into (1), allow for additional
flowing and jumping directions. These directions generate all
solutions of H and a funnel of perturbed solutions encoding
a wide range of perturbations including unmodeled dynamics
and disturbances.

In this work, we seek for a hybrid adaptive controller
whose data satisfy the so-called hybrid basic conditions
of [30, Assumption 6.5]. Due to [30, Thm 7.12], global
asymptotic stability (GAS) of a compact set is equivalent to
uniform global asymptotic stability (UGAS) and, following
the robustness results in [30, §7.3], it is also equivalent
to global robust KL asymptotic stability. UGAS and KL
stability will be used interchangeably in the following and,
by [30, Lemma 7.20], they are semiglobally practically
robust to a broad range of real-world non-idealities such as
measurement noise, sample-and-hold implementations [35],
and actuator dynamics [38].

We refer to [30], [39] for additional definitions and tools
for the analysis of hybrid systems.

II. MODEL DESCRIPTION
A. Second-Order Kuramoto Network

In this article, we consider a generalization of the cel-
ebrated Kuramoto model [1], based on the swing equa-
tions described in [3]. More specifically, the second-order
Kuramoto network is a system of N nonlinear oscillators,
coupled through an undirected and connected graph G =
{V,e}:

1€V
mzw7 :—diwi + Whi + (173 —Z kl] sin(Gi — Qj — (pij), (3)
JEN;

0; = wi,

where, for each i € V, 6; € R and w; € R are the phase and
the frequency, respectively, u; is the control input, m; > 0
is the oscillator’s inertia, d; > 0 is a damping constant,
and wy; is the oscillator’s natural frequency. In addition,
kij = kj; > 0 and ¢;; = ¢j; € [0,2m) are, respectively,
the coupling weight and the phase shift between oscillators ¢
and j. Suppose that the graph G, associated with the physical

couplings in (3), also defines the communication topology
among the nodes.

Define 6 = [0, On] € RN and w =
[wi wy] € RY, then denote by (6(-),w(-))
R>o — R*V a solution of system (3), for some input signals
u;(+), 4 € V, and with initial conditions (6(0),w(0)). We say
that (6(-),w(+)) achieves phase synchronization if

T

Jim 6,(6) =6 (1) € {é: §=2km k€ Z}, Vi,j € V.
—+00

(4)
Similarly, the solution (0(:),w(-)) is said to achieve fre-
quency synchronization if

lim wl(t) — Wy (t) = 0,

t——+o0

Vi,j € V. 5)
For the network (3), our objective is to design a dis-
tributed strategy that ensures robust adaptive global phase
synchronization to a reference trajectory. Namely, our aim
is to define feedback laws for the inputs u; based only on
local information and network communication such that, for
any initialization of system (3), the corresponding solution
(6(-),w(-)) achieves phase synchronization and convergence
to the reference. In particular, phase synchronization is ro-
bust when, in addition to the convergence in (4), the closed-
loop system admits a globally asymptotically stable compact
attractor, with appropriate robustness to perturbations of the
dynamics in the sense of the definitions reported in the
Notation section.

Because we do not assume exact knowledge of the local
parameters m;, d;, wpi, Kij, and ¢;;, we design adaptive
controllers that ensure asymptotic convergence in the pres-
ence of parametric uncertainties. At the same time, it is well
known that the sensitivity of adaptive techniques to non-
parametric (unmodeled) perturbations of the dynamics calls
for a robust design of the adaptive law and some known
bounds of the parametric uncertainty (see, e.g., [40, Chs. 8
and 9]). Accordingly, we impose the following assumption.

Assumption 1 There exists a scalar o > 0, known to each
node © € V, such that:

Viey,
Vi € V,Vj €N,

m; S o, di S 0, ‘wm| S o,

6
ki; < o, ©

where the bound o is taken to be the same for all parameters
for simplicity of notation.

B. Quaternion-Inspired Representation

For control design, we propose to rewrite system (3)
in a more convenient form. Motivated by the equivalence
modulo 27 of the phases 6;, also reflected in the phase
synchronization condition (4), we choose to represent 6;
on the unit circle S' = {[a ﬁ]—r cER?2:a?+p% = 1}.
Recall that the compact set S' has Lie group structure that
is isomorphic to the group of planar rotations SO(2) =
{R € R?*2 : RTR = I,det(R) = 1}. In view of such
an isomorphism, we define the function R : S! — SO(2),



which maps any [a B]T € S! into the corresponding

rotation matrix:
(E)-p A o

Function R(-) is useful to define the group multiplication
between any &, & € St as R(£)E = R(E)E (note that S! is
Abelian, i.e., the group operation is commutative), where the
identity element is given by |;|.

From the above definitions, we introduce the following
representation for 6;:

G = [m ei]T = [cos(@i/Z) sin(@i/2)]—r

corresponding to a unit quaternion for planar rotations (cf.
[27] for the parameterization adopted for 3D rotations). We
refer to [36] for a detailed discussion on representation (8)
and its relation with the choices in [41] and [39, Ex. 34].
Using (7) and (8), the phase dynamics on SO(2) and S! is
obtained as

es', ®

d 1 : 1 )
@R(Q) = 5widR(G), G =gwidG, 1€V, )
where J = [0 '] € SO(2). Let TV = [T, S denote

the N-torus. The network dynamics (3) can be conveniently
rewritten on TV x R as follows:
: 1
Gi = SwidGi i€V
miw; = —d;w; + wni + U;

=3 i (66 TT0(G )eos(ipig) —H(G) T0(G)sin(o)

JEN;
(10)
where ¢ : S — St is defined as
— Y 0 — e R
o6y =rich = " O] a1 an

and corresponds to the double angle formula from (; =
[cos(0;/2) sin(0;/2)]T to [cos(;) sin(6;)]". In particular,
note that model (10) is computed from (3) using (9) and
the identities sin(0; — 0;) = ¢(¢;) T JB((;), cos(0; — 0;) =
#(¢;) " ¢(¢;). Then, with the proposed representation (8),
the condition (4) corresponding to phase synchronization

becomes
{‘H’Bﬂv Vi,j eV, (12)

lim R(G(t)"¢(1) €
[cos((6; — 0;/2) sin((6; —0;)/2)]".

t——+00

where R(¢;)7¢; =

Remark 1 In some applications, such as those involving
rotary encoders, 6; is provided by semnsors that “wrap”
the angles in [0,2m) (equivalently, in [—m,m)). In this
scenario, if (8) is used to compute (; from the sensor
measurement, call it 6%, special care must be taken to ensure
that a continuous trajectory of the vector [cos(65) sin(6%)]"
(uniquely corresponding to any 6} € [0,27)) is mapped
into a continuous trajectory of (;. More specifically, for any

0 € [0,27), there are two possible values of (;, expressed
through:

Ci € {741*’Cz*}7
T
1+cos(6%) 1—cos(6%) s
===
G
[, 27),

— T
1+cos(63) 1—cos(6}) s
{_ \/ 2 \/ 2 } i €
(13)

where Cf : [0,7) — S is a continuous function based on
the half-angle formula that maps angles into elements of a
half circle. The same issue arises for unit quaternions. In
that context, a path-lifting mechanism has been proposed
in [42] to ensure that a continuous selection of the two
quaternions is obtained for a “measured” rotation matrix.
For simplicity, we avoid embedding a similar mechanism as
[42] by considering (; available for measurement. Including
the path-lifting mechanism does not affect the results of this

paper.

[0, )

I11. MAIN OBJECTIVE AND CONTROL ARCHITECTURE
A. Leader Exosystem
Since our objective involves the synchronization of the
network to a reference signal, the graph G is augmented with
an additional node, named leader system, which delivers
to the network some reference signals (see, e.g., [23],
[41]). The references are generated through an autonomous
exosystem of the form
" 1 T, x 7%
= g¢ W JC
= s(¢% w”)

where ¢* € S! is the phase reference, w* € R", n € Z>1, is
a state such that the frequency reference is given by ¢ w* €
R, while ¢ € R™ is a constant vector and s(-) : S* x R" —
R™ is a nonlinear function. Furthermore, K* is a compact
set of admissible initial conditions (¢*(0),w*(0)).

The feedback structure in (14) suggests that, different
from [22], [32], we do not restrict the structure of exosystem
(14) to a cascade between the w*-subsystem and the (*-
subsystem. We remark that the data of exosystem (14)
are not related to the structure of the open-loop Kuramoto
dynamics (10). Instead, we only require the following prop-
erties for (14).

(¢*,w*) € K* ¢ S' xR, (14)

Assumption 2 For system (14), it holds that:

1) the compact set K* is forward invariant;

2) the map s(-) is globally Lipschitz, with Lipschitz
constant {4 > 0;

3) c and s(-) are known to each node i € V.

The global Lipschitz condition in Assumption 2 is instru-
mental in achieving global asymptotic stability, cf. [43]. As
we shall see in Section IV, this Lipschitz continuity property
allows designing the controllers for each node ¢ € )V without
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the explicit knowledge of the compact set IC*. As remarked
in [43], global Lipschitz continuity is a mild assumption
because it merely requires a reasonable incremental behavior
of the nonlinear dynamics. For example, for any locally Lip-
schitz continuous s(-), this property can be easily obtained
by artificially modifying the function outside the domain
of interest K*. As a final requirement for our design, we
impose a standard assumption describing the communication
topology among the leader (14) and the network (10).

Assumption 3 System (14) interacts, by communicating the
reference (C*,w*), with at least one node of graph G, which
defines both the physical couplings and the communication
topology. In other words, T # 0 (equivalently, T # 0).

Remark 2 Since G is undirected and connected, Assump-
tion 3 implies that the leader-follower matrix B .= L + T
is positive definite, where L is the Laplacian matrix and T
is the target matrix, cf. the Notation subsection related to
graph theory.

Fig. 1 shows a scheme of the physical and communication
layers underlying our distributed architecture.

B. Problem Statement and Control Architecture

The control problem of this work can be stated as follows.

Problem 1 Under Assumptions 1, 2, and 3, design a dis-
tributed adaptive strategy, only based on the local measure-
ments ((;,w;) and the information exchange according to
graph G, such that the second-order Kuramoto network (10)
achieves robust adaptive global phase synchronization to the
leader exosystem, involving global phase synchronization as
in (12) and convergence to (*:

lim R(G(1)T¢r e { - [(1)] H } Viev.

t—+oo

5)

In addition to solving the above synchronization problem,
our control solution will be shown to globally asymptoti-
cally stabilize a suitable compact set, thereby enjoying the
intrinsic robustness properties induced by well-posed hybrid
dynamics as discussed in the Notation subsection.

(]fum v
(0

(k12, p12) System 2

Interaction and communication scheme. The same graph will be employed for the numerical example in Section VII.

We represent in Fig. 2 the architecture of our distributed
controller solving Problem 1, which also serves as a sum-
mary for the contents of the next Sections IV, V. From Fig. 2
one can clearly see the effect of the two-layer network struc-
ture of Fig. 1, where the physical layer (in red) only affects
the oscillators dynamics, whereas the communication layer
(in blue) is used to exchange information among neighboring
control nodes. Each control node ¢ € V comprises the next
components, well represented in Fig. 2.

o A distributed observer for exosystem (14), whose devel-
opments are given in Section IV, ensuring global asymptotic
estimation of (C*,w*) € K* via local estimates ((;, ;)
f (¢*,w*) € K*, defined as elements of R**™, that
allow obtaining global results despite the generality of the
exosystem dynamics (as stated in Assumption 2 relaxing
the previous requirements in [22], [32]) and of the graph
topology (as stated in Assumption 3 not imposing acyclic
graphs and relaxing typical requirements [21]). The ensuing
estimation error dynamics are described by two feedback-
interconnected subsystems, associated with the phase and the
frequency estimation errors, respectively. These subsystems
are proven to be ISS and then combined through small-gain
arguments.
o A hybrid synchronizer (developed in Section V-A) of the
local oscillator phase (; with the estimate 51 provided by
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Fig. 2. Control architecture and interconnection with the network.



the observer. The hybrid mechanism ensures R((;)T¢; —
{ - L(ﬂ, H }, w; — c' ;. The design is performed by
initially supposing that w; can be assigned as a virtual
input wy;, so that a hybrid hysteresis-based mechanism
(overcoming intrinsic limitations of continuous feedback
laws) ensures both global phase synchronization together
with the useful property that the virtual input w,; is constant
across jumps (a contribution of independent interest about
hybrid synchronization on S!).

e A backstepping-based adaptive law (developed in Sec-
tion V-B) designed to adapt to the unknown dynamics of the
local oscillators whose parametric uncertainties satisfy As-
sumption 1. The adaptive law guarantees that the frequency
w; synchronizes with the virtual input wy; commanded by
the hybrid synchronizer.

In the remainder of the paper, after a detailed characteri-
zation of the three above-described components (estimator,
synchronizer, adaptation) in Sections IV and V, we summa-
rize the overall control scheme in Section VI, where we also
state our main result.

V. DISTRIBUTED OBSERVER

In order to solve Problem 1, we propose the following
distributed observer:

2 1 T ~

i — =<C ’UA)iJi—k’e .
,C 2 Gk oy, (16)
Wi = 8(Ci, Wi) — kweuw,

where él € R? and w; € R™ are, respectively, the estimates
at node i of ¢* € S* and w* € R" of (14), k¢ and k,, € R

are gains to be designed, while

€¢; = Z (G —G) + (G — ¢
JEN;

Cw; = Z (w;

JEN;

1€V, (17)

— ;) + 7ii (i — w”)

are the local estimation errors, and 1;; are the diagonal
entries of the target matrix 7' defined in the Notation
subsection.

Observer (16) is distributed as it is only driven by locally
available quantities (17). To represent the variables for the
overall network in a compact form, it is convenient to use
the Kronecker product. In particular, define the overall states
(=[G ... Cu]T € RN and = [y ... w}]T € RV,
so that the overall estimation errors are g: =(-1y® ("

and @ = W — ly ® w*. Furthermore, define e; =
el ... el ]T € R*N and e, = [e,, ... e, ]" € RN",

which from (17) can be written as [44]:

ec=(BOL), ew=(Bol)s, (18
where the leader-follower matrix B := L + T satisfies B =
BT > 0 as discussed in Remark 2. We recall that ¢(B) > 0

denotes the smallest singular value of matrix B.

A. Phase Subnetwork

We start by analyzing the ({*, f )-subsystem (referred to
as phase subnetwork) and the phase estimation error ¢. From
(14), (16), the phase subnetwork obeys dynamics

: 1

C*:icTU}*JC*

SR S S ; (1
Ci:ic w J<i+§c wiJCi*kgeci; 1eV.

For notational convenience, define
S cliy) = diag((Iy @ ¢ ")), (20)

which allows writing the dynamics of f in compact form as
follows

Q = diag(c "y, ..

X 1 ~ o

(=5 (cTw*(IN 2J)+ Qo J)) ¢ — keee.
As a consequence, the dynamics of the phase estimation
error ( := ( — 1y ® (*, can be computed from (18), (19),

(21) as:

2n

(= (1cTw*(IN ©1)—k(BoDL) + (e J)) ¢
21 2 (22)
+ 5(Q @ J)(1n @ (),

with inputs given by ¢*, w*, and @ (through Q in (20)). The
next proposition provides an ISS characterization for (22).

Proposition 1 For any scalar gain k¢ > 0, system (22) is
finite-gain exponentially input-to-state stable with respect to
the input W, uniformly in the inputs (¢*,w*). Namely, for
any solution (C*(+),w*(+)) of the exosystem (14) and any
W(+) € Loo, the solutions of (22) satisfy, for all t > 0:

C()] < max {e—é0<3>k<t§(o)|, |CL”$QLM } . @3

Proof: For any solution (¢*(-),w*(+)) of exosystem
(14), system (22) can be regarded as a time-varying system
with input w. It is convenient to rewrite the last term of (22)
as

Qe J) Ay ®¢) =01y @ JC*
= diag((In ® ¢" )1y ® JC*
= diag(1y)(Iny @ ¢ @ J¢* (24)
= (Iy®JC ") = Z*w,
where we used the identity (Iy ® ¢")w) ®@ v = (Ixy ®

ch)w, which holds for any vectors e’ w, v, of compatible
dimensions. Consider the Lyapunov function candidate

1 -
Ve = §|C|2

whose derivative along the trajectories of (22) results in

©5)
Vi= —keCT(B® L)+ %Fz*m
430 (Twrve N+ @en)l @0

- -1~
= — k(" (B® L)+ 5gTZ*w,



where we employed the fact that Iy ® J and Q®J are skew
symmetric. Since k¢ > 0, we obtain

Ve < (Bl + 512 CNL @D
The following computations yield |Z*| = |¢|:
27| = [In||J¢ e = [I¢eT|
=J¢c |p = \/Tr(cC*TJTJC*cT) (28)
=1/Tr(ccT) = |c],
where |J(*c'| = |J(*c"|F since the rank of J(*e is 1
by construction. Applying (27) and (28) yields
<l > U(ﬁ)kc o] = Ve < %\&2, (29)
which leads to (23) via standard ISS calculations [33, Thm.
10.4.1]. O

B. Frequency Subnetwork

Starting again from (14), (16), the frequency subnetwork
obeys dynamics

W = (¢, w)

. . _ (30)
w; = S(Ci, wz) — kwewi, e V.
We can then write the dynamics of w as
ﬁj:s(éaw)_kwewa (31)
where
S(Clv uAjl)
S(¢,w) = : (32)
S(éN, UA]N)

Therefore, using (18), the dynamics of the frequency esti-
mation error w = w — (1y ® w*) is given by

UL} = 5(67/&}) - 1N ® S(C*7w*) -
which, in view of ( = (+ 1y ®C*, @ =0+ 1y Qw*, is a
non-autonomous system with inputs given by ¢*, w*, and (.
In the following, we present a result that follows the same
structure as Proposition 1, now applied to the frequency
subnetwork.

kw(B® I,)w, (33)

Proposition 2 For any scalar gain k,, > {;/c(B), system
(33) is finite-gain exponentially input-to-state stable with
respect to the input (, uniformly in the inputs ({*,w*).
Namely, for any solution (¢*(-), w*()) of the exosystem (14)
and any (1) € Lo, the solutions of system (33) satisfy, for
all t > 0:
~ —1(a(B)kw—Ls)t|~ 2&”((')”00
[ (¢)] <max{e i Vo), Zmr
(34)

Proof: For any solution (¢*(+),w*(+)) of the exosystem
(14), system (33) can be regarded as a time-varying system
with input (. Consider the Lyapunov function candidate

1
Vi = 5\zz;|2, 35)

whose derivative along the trajectories of (33) is

Vo = k@ (B® L)+ 07 (S(C) - Ly @ s(C*w))
N
:_kww (B® I,) Z ( Cz;wz s(¢7, w))
- (36)
By Assumption 2, it holds that
|s(Ciy i) — (¢, w™)| < LG+ |@i]), (37

therefore we conclude that

N
Vo < —a(B)kuld? + 6> (\@\2 + Iwi\l@\)

pas (38)

< — (a(B)kw =€) [@]? + £,|@][¢]-
From (38) we obtain the following ISS characterization:
. 20 a(B)kw — s, _ 9
D — V < _
9l > gl 2,
(39)
which proves the finite-gain exponential ISS bound (34)
through [33, Thm. 10.4.1]. O

C. Overall Observer Analysis

We conclude the section with a stability result for the
feedback interconnection between the phase estimation error
dynamics (22) and the frequency estimation error dynamics
(33).

Theorem 1 For any choice of the scalar gains k¢ and k,,
such that

kg > 0,
kCQ(B)(kw

ky > Ls/o(B),
a(B) —{5) — 2lg|c| >0,

the zero-equilibrium (C, %) = 0 of the overall estimation
error system (22), (33) is globally exponentially stable.

(40)

Proof: From Proposition 1, which holds for ks > 0,
and Proposition 2, valid for k,o(B) > (s, we obtain
that both (22) and (33) are finite-gain exponentially ISS.
Therefore, global exponential stability is ensured from (23),
(34), and [33, Thm. 10.6.1], through the following small-
gain condition:

204]c|
1 41
ke (B)(Fua(B) 1) ~ @b
which is ensured by (40). O

We stress that small-gain arguments are essential to treat
the potential richness of the nonlinearities at the right-hand
side of the w*-dynamics of exosystem (14). We also em-
phasize that our approach does not impose any requirement



on the frequency dynamics of the underlying Kuramoto
model (10), which is completely handled by the adaptive
mechanism described in the next section and represented in
Fig. 2. Due to the generality of our assumptions, as discussed
in the following remark, our design ensures higher flexibility
with respect to other observers proposed in the literature.

Remark 3 In the special case where exosystem (14) is a
cascade, i.e., s = s(w*), conditions (40) collapse to ks > 0,
kw > Ls/o(B). Additionally, if s(w*) = Sy, w*, where S,, is
a Poisson stable matrix as in [22], [32], [36], (36) becomes
Vi, = —kyw" (B ® I,)W, so that conditions (40) collapse
to k¢ >0, ky > 0.

V. SYNCHRONIZATION WITH GLOBAL KNOWLEDGE OF
THE LEADER SIGNALS

In this section, we design a tracking controller for the
simplified setup where the observer estimation errors are
zero. This approach will be motivated in Section VI by the
reduction arguments of the stability analysis.

Firstly, we compute the local tracking error dynamics.
Define the phase and frequency tracking errors as

G = [ Ei]T =R(G){ € R?

T 1€ V.
w;=c w; —w; €R

(42)

In these coordinates, the control objective in Problem 1
corresponds to imposing €; — 0, for all ¢ € V. From (10),
(16), and R(¢;)TJ = JR(¢) T, we can compute the phase
error dynamics as

- d ~ A

G= 2 (RG)T) G+REG)TG

dR(¢:)
dt

1 -
= §UJZJQ — keR(G) e,

= —R(¢)T RIG)TE+RE)TEG i€V (43)

Similarly, the dynamics of the frequency error &w; is com-
puted from (10), (14), and (16) as

miw; = P; — u; — mikyc ey, i€V, (44
where we defined
Pi = myc! s(Ciy ) + diwi — Wni
+ 3 kiio(G) T IB(G) cos(ij)
JEN: (45)
= > kid(G) T e(¢) sin(esy).
JEN;

Observe that, with fz = (* and w; = w* (e, C~ = 0,
w = 0, equivalently, e = 0, e,, = 0), the quantities in
(42) become (; = R(G)T¢* € ST and @; = c¢w* —
w; € R. In view of this reduction argument, we begin the
design by assuming that the exosystem signals (¢*, w*) are
globally known for feedback. This scenario corresponds to
the requirement 7 = )V, which will be removed in Section
VI

A. Phase Synchronization

Assume initially that w; can be arbitrarily assigned by the
feedback controller as a virtual input wy;. With e, = 0, the
dynamics (43) thus reduces to
Gi= %(CTZM — wyi)J G,
where wy; is the virtual input that should ensure €; — O.
We refer to this objective as phase synchronization with the
reference *.

Define Q := {—1,1} and choose any gain k > 0 and a
hysteresis margin 0 € (0,1). For each i € V, a hysteresis-
based hybrid dynamic controller that achieves global phase
synchronization is given by

1eV, (46)

¢ =0, (Girqi) € Ci
¢ =—a, (G,a)€ Dy eV (47)
wyi = ¢ + kq;é€;,
where ¢; € Q is the controller state and!
Cy = {(Gi,q:) € S* x Q: gy > —6} 48)
Dy = {(G,q:) € S' x Q: g < =6}

The closed-loop error dynamics then corresponds to

=1 T T
G =~ kaiei I Fﬂecm{% G FﬂeDm
q.i — O, qi qi = —q;, qi

49)
which provides an autonomous hybrid dynamics having state
(Gi,qi) = (7, €),q:) € S* x Q and such that ¢;7; = —1 is
not included in the flow set C,. (because § < 1). The next
lemma is a straightforward derivation from [27].

Lemma 1 For any k > 0 and § € (0,1), the attractor
A, = {(@,qi) eS'xQ:( =g [(ﬂ} is UGAS for the
hybrid system (49).

Proof: Choose the Lyapunov function
Vie(Cirqi) = 2(1 — @),

which is positive definite and radially unbounded with
respect to A,. Denoting V, = <VV,€, @ qi]T> and AV, =
V(¢ a") — Vie(Gisy qi), straightforward calculations yield

V. = —ké? <0, V(¢ qi) € O\ Ax
AV, =4gm < —46 <0, V(C_h(h) €Dy,

(50)

(D

implying UGAS from standard hybrid Lyapunov theory. [
For a convenient design of the backstepping-based adaptive
controller defined in the next subsection, we propose now
a dynamically extended version of (47) to ensure that wy;

'We employ the subscript 4 in (48) to indicate the variables of a generic
node ¢ of the graph. The same convention is adopted throughout this section,
cf. A, in Lemma 1, and (53).



remains constant across jumps. Specifically, we augment the
controller with a first-order filter of the feedback kq;é€;:

¢ =0 _—
{)\Z = _h()\z — qugl) (Chqza)\z) S CA

q+ = —q;
/\j =\

where h is a positive gain and the sets C), D) are defined
as the next generalization of (48):

_ i€
Dy = {(Cian‘y)\i)E S'x OxR: <77i + l:)% < 0.

1€V,
(CivGis \i) € Dy
(52)

Y

= A€
Ch:= {(Cia%7)\i)€ S'x OxR: (ﬁi + ]: >Qi

A

(53)

We can then replace by \; the term kg é€; in the selection of
wy; of (47), namely we choose:

Wyi = ¢ W + N, ieV, (54)

which remains constant across jumps. The closed-loop error
dynamics for each node ¢, obtained from the interconnection
of (46), (52), and (54), is described by:

- 1. - - - B
Gi = *EMJQ Ci Ci =G Cz‘
G =0 ¢ |€Cx, S ¢ =—a¢ |a|€ D
: i + _ ). >\z

(55)

The next result generalizes the argument of Lemma 1.

Proposition 3 For any k > 0, 6 € (0,1), and h > k, the
attractor Ay = {(fi,qi,ki) €ES'xOxR:(; =g m,)\i =
0} is UGAS for the hybrid system (55).

Proof: Define No= N — kq;€;, then consider the
Lyapunov function

Va(Cir @ir i) = 2K2(1 — i) + A2,

Note that V) is positive definite with respect to Ay and
radially unbounded relative to S x @ x R. Denote Vy, =

<VVA, G d Ai]T>. For all (;, i, A:) € C, it holds that

(56)

Va = —k2qihi€ + Ni(—2hX; + kg i)
= —k*& + KN (7 — ;) — (2h — kqi;) X

U 1 I e ]
- |>\Z‘ -k 2h—k |)\1| '
~——_————

M
From § < 1, for any point in C) we have that ;\i =0 and
€ = 0 implies ((;, g, Ai) € A (in particular, the point with
A; = 0 and g; = —17; does not belong to C), then V) < 0,

(57)

for all (i, qi, \i) € O\ Ay, if k3(2h — k) — k* = 2k3(h —
k) > 0, i.e., h > k. On the other hand, denote AV) =
Vx(ff,q;r, Aj)—Vn(fi7qi,Ai), then for all (;, g;, \;) € D
we have:

AVy = 4k i + (i + 2kqi&)* — X

€ 58
— 4k (m + A;f) < _a25<0, Y
thus concluding UGAS for the attractor A). O

B. Global Adaptive Synchronization

Taking advantage of the hybrid system defined in (52), we
propose to achieve global synchronization to the reference
¢* using an adaptive backstepping controller where, in place
of the feedback wy; = ¢ ;+)\; in (54), we ensure w; — wy;
by design of the control input wu,;.

In place of the frequency tracking error w; in (42),
consider the error variable

Zi=cl Wi+ N —wi = + N\ €R, iceV. (59

We can rewrite the error dynamics (43) and (44) using
variables z; as follows:

B 1 =
G = i(zl — /\i)JCi - kCR(Ci)TeCz‘ =R
1€ V.
miZ; =P —u; —my <kwcTewi +h(Xi - qu@))

(60)
Using (45), the second equation can be rewritten as follows
miz; = U, pi — ;g — mikyc ey, 1€V, (61)

with regressor ¥; and parameter vector p; € R3+t2Vil given
by:

's(Giy i) —h(Ni—kq;€) m;
w; dz
1 —Wh;
B(G) " TP(¢y) kij, cos(ij,)
v, = , Di=
CZ)(Ci)TJd)(CjU\/”) kijNi COS(<‘0U\N¢\)

d(G) T o(¢,) —kij, sin(pij, )

L (ZS(CZ)T(ZS(C]‘N”) ] __kijNi Sin(goij‘m_‘)_
(62)
,Jin;|}- By Assumption 1,

where we denoted NV; = {j1,...
it follows that

[Piloo = max{[pi1], ..., [Piar2viplt <o (63)

The control of system (60) is based on the augmentation
of control law (52) with the following adaptive state-input
selections:

ui =V pi+ k.2

pi=Viz —qvda(p;) i€V, (64)

ﬁj :ﬁi>



where k., 7, and v are positive gains, while dz : R3T2V:l —
R3+2Vil is a component-wise dead-zone function defined as
[45, §3.41:

6 - o (%)
da(€) = : ,

: (65)
§342|n;| — osat (

where sat(y) := max{—1,min{1,y}}. Exploiting (63), it
can be verified that, for all p; and all £ € R3T2IVil:

(€ —pi) " dz(€) 2 0.

Moreover, there exist positive scalars r and  such that, for
all p; and all & € R3+2WVil.

€] >r = (€—p)" dz(§) > plef”

In view of our reduction arguments (e;, = 0 and e,,, = 0
in (60)), the closed-loop system obtained from the intercon-
nection of the phase/frequency tracking error dynamics (60),
(61), the first-order filter (52), and the adaptive controller
(64), having state x; = (@,qi,)\i,zi,ﬁi), is expressed, for
each 7 € V, as follows:

(66)

(67)

- 1 _ B )
¢ =0 qz‘+ =—q;
)'\i = —]’L(/\z — ]{;qigi) x; € Ci, )\j— =)\ ;€ D;,
+ _
mizi = —k.z — \I/zT(ﬁz — i) Z; = Zi
. N
pi = v,z — yv dz(p;) D, =D
(63)

where C; = C, x R¥2Wil and D, == C, x R42WVil 1p
the following, we focus on the stability properties of the
closed-loop system obtained through the interconnection of
the exosystem (14) and the local error dynamics (68). For
this interconnection, we are going to show that there exists
a globally asymptotically stable compact attractor Ag and,
in addition, that all oscillators are synchronized with the
reference (*. More specifically, global phase synchronization
corresponds to global attractivity of the set Ky, defined as:

Ko={(¢t wha1,...,an) K] [ (S x @xRET2N):
i€y
Gi=ai [(1)}7)%‘ =0,z =0,[p:| <7 VieV},
(69)
where » > 0 as per (67). In the sequel, we call Ky
synchronization set.

Remark 4 The set Ko is compact. Indeed, ((*,w*) € K*
is in a compact by assumption, while the only possibly
unbounded components of x; ‘= (@, i, \iy 2iy Di) are i, z;,
and p;. Therefore, from the conditions in (69), compactness
follows immediately.

Remark 5 Since no persistency of excitation is necessarily
satisfied by the regressor VU; in (62), it might be surprising

that a globally asymptotically stable attractor can be found
with the considered adaptive controller. This result is possi-
ble because we make use of the analysis tools in [30, Ch.
6.10] instead of the standard tools for adaptive control (see,
e.g., [46, §8.3]). In particular, we leverage the result [30,
Cor. 7.7], which states that, under some regularity properties
including-well posedness, the w-limit set from a compact set
of initial conditions is locally asymptotically stable.

Theorem 2 For any selection of the tuning parameters k >
0,0€(0,1), h>k k,>0,v>0,andv > 0, the following
properties hold for the interconnection of the exosystem (14)
and the local tracking error dynamics (68):
1) there exists a robustly globally KL asymptotically
stable compact attractor Ayp;
2) the synchronization set Ky in (69) is globally attrac-
tive. In particular, all solutions achieve global phase
synchronization as per (15).

Proof: First, we prove that the closed-loop solutions
are bounded and forward complete. Then, we prove the two
items. The state (¢*,w*) of the exosystem (14) evolves in
the bounded forward invariant set C*, thus it is bounded.
Define:

1 1
Wilzi,pi) = =mizi + —|pi —pil>s,  VieV. (70)

2 2y
Along the closed-loop solutions, we obtain from (68),
Wi= k.2l — 29 (9 —pi) + (b — pi) " Wiz — v da(p;)]
= —k.22 —v(p; —pi) " dz(py), Vi e V.
(71)

Boundedness of z;, ¢ € V), is established by using the
following Lyapunov function

Vi(xi) = Va(Gir gis M) + gWi (20, Pi),

where g > 0 is a positive scalar and V) is given in (56).
From (57), (68), (71), and choosing g = k*/(a(M)k.,) we
obtain, for all 7 € V:

Vi<—a(M)(€ 4+ X2) + K2qi&2 + gW;

(72)

- M k. .
<—o(an)(@ +33) + L0z 2oy,
a(M) ~ gk . -
_—%(G? + 2)\?)—72?—9’/@1’—pi)TdZ(pi)~

(73)

Therefore, using (67) and the properties of the dead-zone
function, we conclude that, for all - € V,

v, < —2lD (@ 1 232) — k52 <, if [p;| <,
Vi < 200 (@ 4 202) — =22 —wplpif? <0, if [pi] >
(74)

Finally, from (58) and the fact that z; and p; do not change
across jumps in (68), it holds that

AV; < —4k%*5 < 0, Vi e V. (75)

Properties (74) and (75) show forward invariance of the
sublevel sets of V;, ¢ € V, thus z; is contained in a compact



set, for all 7 € V. From the boundedness of z;, i € V, we
conclude by [30, Prop. 6.10] that the solutions are forward
complete, thus they are precompact.

Next, we show item 1 of the statement. For all ¢ € V, pick
sublevel sets I'; of V; such that V; < 0 for all z; € C;NAT;,
and note that this set is globally attractive. Define the set
I' := [];cy I's. For a set of initial conditions of the form
I'. =T + B where € > 0 is an arbitrary scalar and B is a
closed unit ball, it holds that Ay := Q(I';) C T' C Int(T,),
where (I'.) denotes the w-limit set of I'c.. By [30, Cor.
7.71, Ap is asymptotically stable (therefore Lyapunov stable)
with basin of attraction containing I'.. From the previous
arguments, Ay is globally attractive, which, together with its
Lyapunov stability, gives GAS. Since the hybrid dynamics
satisfies the hybrid basic conditions of [30, As. 6.5] and
Ay is compact, then GAS of Ay implies robust global L
asymptotic stability from [30, Thm. 7.21].

Finally, from (74), (75), we apply [30, Cor. 8.4] to obtain
that all solutions approach the largest weakly invariant subset
of Ky, thus proving item 2 of the statement. |

As customary in adaptive control, convergence of the es-
timated parameters p; to the true parameters p; cannot be
guaranteed.

Additionally, we remark that it is difficult, if at all pos-
sible, to give an explicit representation of the attractor A.
Even without an explicit representation, the mere existence
of Ag is sufficient to ensure in the next section a uniform
global asymptotic stability result for the overall closed-loop
system.

VI. MAIN RESULT

We finally present the complete hybrid observer-based
controller for each node i, obtained by combining the dis-
tributed observer (16), the local hysteresis-based controller
(52), and the local adaptive controller (64). Note that, in this
context, we no longer assume f = 0, w = 0 (equivalently,
ec = 0, e, = 0), thus the dynamics of the tracking errors
(¢i, ;) in (60) is not simplified as in the scenario with
known leader signals. The robustness property established in
Theorem 2 is naturally inherited here due to well posedness
of the hybrid dynamics, which allows for a range of relevant
real-world perturbed scenarios as discussed in the Notation.

Define the overall state at node ¢ as

Xi = (éiawiag’hqh)\iazhpi) S Rn+4XQXR5+2‘Ni‘a (76)
~—_——

Zq

then the local controllers that solve Problem 1 are given as

follows, for each 7 € V:

1 +. & N
G = el G — ke G =G
. N /\+ oA
’LDi = s(Q,ﬁ)i)—kwewi wi = W;
G = Xi € Cyis ¢ = —qi Xi € Dyi,
. + oy
Ai = —h(X\; — kq;&) A=A

. A ~
pi =¥z — yvdz(p) bi = Pi

with: Cy 1= { i € R™ x @ x RIF2NI

i€
.- >
<"71 + L ) qi = 6} )

Dyi = {Xi e R™ x @ x ROF2Wl .

i€
7. s
<771 + L ) qi = 5} )

and: U; = \If;rfh + kzzi7

(77)

where the local estimation errors e, e, are given in (17),
the components 7;, € of the phase tracking error (; are
defined in (42), the frequency tracking error z; is defined in
(59), regressor ¥; is given in (62), the dead-zone function dz
is given in (65), while the tuning parameters are the observer
gains k¢, k,, the synchronizer gains k, h, k., d, and the
adaptive law gains v, v.

The closed-loop system is given by the interconnection of
the second-order Kuramoto network (10), the exosytem (14),
and the local controllers (77). For such system, we exploit
reduction theorems to show that there exists a compact
attractor A that is robustly globally KL asymptotically
stable. Furthermore, as for Theorem 2, we show that the
compact set:

K= {(Cw% X1, ... ,XN)GIC*XH(Rn+4>< Q x R>F2WVily;
i€V

éi :<*7wi :w*ac_.’i:qi |:(1):|a>\7 :27:07“31‘ S T7Vi S V}7

(78)

is globally attractive. Similar to (69), we call IC synchroniza-
tion set because its elements enjoy phase synchronization
to the reference ¢*. Note that the projection of K in the
direction of (¢*,w*,x1,...,xN) corresponds to Ky in (69).

The main result of this work is given by the following
statement, which provides formal guarantees for the effec-
tiveness of the controllers (77).

Theorem 3 For any selection of the tuning parameters k >
0,6 € (0,1, h >k k., >0 ~v>0 v >0 and ke,
k. satisfying (40), the following properties hold for the
interconnection among the second-order Kuramoto model
(10), the leader exosystem (14), and the local controllers
an:

1) there exists a robustly globally KL asymptotically

stable compact attractor A;
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Fig. 3. Sketch of the closed-loop error subsystems, with their interconnections and the related stability results
2) the synchronization set K in (18) is globally attrac- for |\;| > k;
tive. In particular, all solutions achieve global phase d A
synchronization as per (15), thus solving Problem 1. —|Ni| = —h (N — kgi&) .
dt [\ 1€V, (80)
< —h(|\| — k;) <0,

Proof: 'We begin by highlighting the cascade structure
of the closed-loop error dynamics. As shown in Section
IV, the distributed observer dynamics are collected in the
estimation error subsystems (22), (33). We can establish
a cascade interconnection between system (22), (33), (14),
with output (¢*,w*, ¢, W), and the tracking error dynamics
(68). Note that when ({, %) = 0 the closed-loop system is
described by the dynamics with known leader signals (14),
(68). The interconnection of these subsystems is shown in
Fig. 3.

Asymptotic stability of the attractor A is proven through
reduction theorems. By Theorem 1, we showed that the
closed (but not compact) attractor

:{(C*’w*,xla"'
=%
Go= CF i = wr, Vi e VY,
(79)

corresponding to the scenario with known leader signals,
is UGAS. On the set /l, we recover the dynamics (68),
thus by Theorem 2 there exists an attractor A that is
UGAS relative to A. By [31, Cor 4.8], A is uniformly
asymptotically stable for the overall closed-loop system,
with basin of attraction given by all the initial conditions
generating bounded solutions.

Next, we show that all solutions of the closed-loop system
are bounded, which then implies UGAS of A. First note
that the state (¢*,w*) of the exosystem (14) evolves in the
bounded forward invariant set C*. Similarly, ¢; is bounded
by construction. Due to Theorem 1, (<~ , W) converge to zero,
therefore (éz,wz) are bounded for all 7 € V. It remains to
show that Q, i» #i» and p; are bounded, for all ¢ € V.
Concerning (;, recall that (; = R(Q) G, where (; € St,

therefore (; is bounded because |(;| < |Q\ Since (; is
bounded, so is kg;é;. Then, from |kg;é;| < k; we obtain,

N E KX R x @ x REF2N:;

therefore, \; is bounded. To analyze (z;,p;), consider the
Lyapunov function

1 1
Wi(zi,pi) = =mizl + 5\@» —pil®>,  i€eV. @8

2

From (66) and (67), respectively for each i € V), similar
steps to those in the proof of Theorem 2 yield:

Wi = —k 2’2 — (ﬁl —pZ)T dZ(ﬁZ) — miszic—rewi
k
<- 2232 2k |mz wC ew,|2
k.
pil >r = W; < _7Zi2 — vulpil? o Imikwe ew, |
(82)
These two bounds provide, respectively,
ikw x N
2| > = . ‘C|\ wi| = Wiz, 0:) <0,
|Di| > max{ zkw|c| | wi} = Wi(zi,]ﬁi) < 0.
' V2kovp
(83)

The two implications above prove that neither z; nor p; can
grow unbounded because e, = (B ® I,,)w is bounded.
Therefore, we conclude global boundedness of solutions.
Noticing that the closed-loop system satisfies the hybrid
basic conditions (see [30, §6.2]), thus [30, Thm. 7.21]
ensures robust global KL asymptotic stability of .A.
Finally, we focus on attractivity of the synchronization set
K in (78). In Theorem 1, we have proven global exponential
stability of the zero-equilibrium (¢, w) = 0 of system (22),
(33). Here, we additionally show that V(¢ @) == Vi (C) +
Vi (w), with V and V,, given in (35), (25), is a Lyapunov
function for (22), (33). Indeed, from (26), (38), and the gain
conditions (40), straightforward computations show that

Q(B)l;w 7 és |U~/‘2

Vobq<* ( )k(:|¢|2

(84)



Now define

N

V= Z Wi(2i, Pi) + gVobss

i=1

with ¢ > 0. From |e,| < |B|lw|, (82), and standard
arguments for continuous-time cascaded systems, it is pos-
sible to choose g > 0O sufficiently large so that vV <
— Ziil kzziz/2—gl Viobs, for some g1 > 0. Therefore, due to
precompactness of solutions and the above inequality on V/,
we can apply to V' the hybrid invariance principle in [30,
Cor. 8.4] to prove that all solutions approach the largest
weakly invariant subset of A in (79) also satisfying z; = 0,
for all z € V. Finally, the solutions restricted to such set
satisfy p; = 0, |p;| < r, and (55), for all 7 € V, thus UGAS
of A, in Proposition 3 ensures global attractivity of K in
(78). O

(85)

VII. NUMERICAL EXAMPLE

For the numerical analysis, we consider a Kuramoto
model composed of six oscillators, whose parameters and
initial conditions are reported in Tab. I. In particular, the
graph of the network is depicted in Fig. 1, where the
coupling parameters have been assigned as ki = 0.5,
k13 = 3, k14 = 1, klﬁ = 15, k34 = 2, k45 = 25,
kse = 2, @12 = /2, 13 = /3, 14 = 7/4, 16 = 7/3,
w34 = /5, a5 = /4, w56 = 7/2. We suppose to have a
rough knowledge of the parameter bounds by letting o = 25
in (6). It follows that Assumptions 1 and 3 hold. The leader
exosystem (14) has been chosen as

d (¢ 1, -
pn [é] 7§(w1 +w})J [é]

wy 0

a 4] _ 0

dt 2 1 3 3 ’
w} —wk + (1 - §|w§|) tanh(w3) + 53

(86)

with initial conditions (*(0) = [1 0] and w*(0) = [20 0] T.
For completeness, we briefly prove that Assumption 2 is
satisfied. The existence of * is guaranteed by proving
boundedness of solutions of (86). Note that (¢, (5, wy) are
bounded by construction. On the other hand, boundedness of
(w3, w}) is proven by direct application of [47, Thm. 2]. We
remark that, from the chosen initial conditions, the solution
converges to a periodic orbit as depicted in Figs. 4, 5. It can
be easily shown that s(*,w*) is globally Lipschitz, since
the derivative of the nonlinear term is bounded for all w3.
From the numerical evaluation of the differential of s over
the values of ((*,w*), we established a Lipschitz constant
ls =2.129.

The Kuramoto model has been implemented according to
(3), with the angles 6; wrapped between —27 and 27 in order
to ensure boundedness of the simulation variables. Then, for
the computation of the feedback laws, the variables (; have
been computed according to (8). The tuning parameters have
been selected as k: = 50, k, =50, =0.5, k=1, k, =5,

—q

—G

0.5

-0.5

N - L )

0 5 10 15 20 25 0 5 10 15 20 25
(a) time [s] (b) time [s]

Fig. 4. Response of exosystem (86) initialized in ¢*(0) = [1 0] T,
w*(0) =[200]T.

Fig. 5. Response of exosystem (86) (in blue) and corresponding
asymptotic behavior (in violet).

TABLE |
PARAMETERS AND INITIAL CONDITIONS OF THE OSCILLATORS

oscillator #1 | 1.1 0.1 5 - 2
oscillator #2 | 1.3 | 0.15 10 s 0.5
oscillator #3 | 1.2 | 0.2 15 w/2 1
oscillator #4 | 1.6 | 0.21 20 | —m/2 0.3
oscillator #5 | 1.4 | 0.18 8 w/3 1.5
oscillator #6 | 1.5 | 0.13 18 —7/3 0.8

h =2, v =1, v = 1. Note that (40) is verified since
o(B) = 0.1136. The initial conditions for controller (77)
have been randomly chosen, where in particular the logic
variables ¢; have been initialized in the set Q := {—1,1}.

In Figs. 6, 7 we report the results of a simulation run.
Fig. 6 shows the behavior of the distributed observer, which
rapidly converges to the exosystem signals. On the other
hand, Fig. 7 depicts the tracking performance. In Fig. 7-
(e), we also report the evolution of p;, showing that the
parameters of the adaptive controllers converge to constant
values. Finally, we employ wrapped angles to depict the
phase tracking performance in Figs. 7-(f), 7-(g). In particular,
we define

¥* = mod (2atan2 ((, () + m, 27) — T,
¥; = mod (0; + 7, 27) — m, 1€V,

where 9* is the angular reference corresponding to ¢*, while
9¥; is 0; wrapped in the interval [—m, 7).

(87)

VIIl. CONCLUSIONS

We introduced a hybrid control strategy for the robust
adaptive global phase synchronization of second-order Ku-



15

¢, ¢l w*

5 10 15 20 25 0 5 10 15 20 25
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Fig. 6. Closed-loop simulation results. (a): distributed observer phase
estimation (reference in blue); (b): distributed observer frequency
estimation (reference in blue).

ramoto oscillators. The objective of phase synchronization
was cast into a leader-follower tracking problem, where
the leader system is modeled as an autonomous nonlinear
exosystem. Under fairly mild assumptions on the network
topology and the exosystem dynamics, we proved that
our design, which comprises a distributed observer and
an adaptive hybrid stabilizer, ensures the existence of a
robustly globally KL asymptotically stable compact set for
the closed-loop system and global phase synchronization. In
particular, robust adaptive stabilization was ensured without
requiring persistency of excitation conditions. Future efforts
will be dedicated to relaxing the information requirements
(e.g., by removing the frequency measurements) and the
connectivity properties of the network. Furthermore, it will
be worth generalizing the approach to a broader class of
nonlinear oscillators.
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