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ABSTRACT This article presents the deployment of micro UAVs to study the evolution of cumulus clouds.
The dynamic nature of the environment, the difficult weather conditions, the long distances, and the limited
flight performances of micro UAV systems make such missions quite challenging. After describing the
missions constraints and objectives, the system’s main component is depicted: it is the definition of adaptive
flight patterns that allow the UAVs to track the areas of interest in the clouds autonomously, using real-
time sensor readings. The system architecture is then presented, considering the information feedback and
decision process made by the operators and scientists on the ground and the necessary flight autonomy
of the UAVs. The complete system has been deployed during an international meteorological campaign
on Barbados island, and extended with extra test flights afterward. Details of the operational organization
and the achieved flights are reported. The lessons learned during the field campaign revealed the strength
and weaknesses of the proposed system and possible improvements are discussed. The collected data
has contributed to a better understanding of cloud evolution, demonstrating that a tight coupling of the
sensors and the flight control system is a crucial point for extending the performances of UAV systems in
atmospheric science.

INDEX TERMS Atmospheric science, autonomous aerial vehicles, trajectory, UAV

I. Introduction
The evolution of cumulus clouds is still not fully understood
by atmospheric scientists [1], whereas their radiative effect
has a strong impact on atmospheric numerical simulations.
It is therefore important to have good models of their life
cycle, which must be validated by experimental data [2], [3].

The classic means to gather data for the development and
validation of atmospheric models are either remote sensors,
on-ground or onboard satellites, or in-situ sensors onboard
planes or ballons [4]. These acquisition systems do not
provide enough data when it comes to sampling highly
dynamic phenomena such as cumulus clouds, for which
scientists need dense measurements of a series of parameters
within clouds, the most important being pressure, temperture,
humidity, liquid water content, and aerosol concentration.
Heavy piloted aircraft can gather such measurements, but
along trajectories limited to transects through the cloud, and

they can hardly sample the same cloud twice, especially
when it spans less than a few hundred meters. Lighter aircraft
such as motor gliders of sailplanes are more flexible (see
e.g. [5]–[7], but only a single aircraft at a time can be used
for safety reasons.

UAVs offer better possibilities to fly sensors within clouds
or plumes, e.g. [8]–[10], but the gathered data with sin-
gle systems remain too sparse to observe a dynamic 3D
phenomenon. The NEPHELAE project1 is motivated by the
need to collect dense data within cumulus clouds. Its goal
is to deploy a fleet of UAVs with the appropriate sensing

1NEPHELAE gathers Météo France (atmosphere scientists, in charge
of onboard sensor development and cloud modeling research), LAAS-
CNRS (roboticists, in charge of developing cloud mapping and exploration
strategies), and ENAC (experts in UAV science, responsible of the UAV
structure development and flight control). NEPHELAE is the Greek name
for nymphs of cloud and rain.
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and decisional capacities to follow the evolution of a cloud
during its complete lifespan. From the robotics point of view,
exploring a cloud is different from exploring a 3D geometric
environment: not only the whole environment is dynamic, but
the sensors that provide measures on the environment have
no “look-ahead”, their data being point-wise atmospheric
measures at the UAV location. The NEPHELAE system
is a mix of autonomous drones adapting in real-time their
trajectories based on the onboard sensor measurements,
supported by a ground-based cloud cartography system that
helps the scientists to take decisions and efficiently operate
the fleet.

This article is an extension of previous publications [11],
[12]. In addition to a synthetic presentation of the whole
NEPHELAE system, its main contributions are the evalua-
tion of a field campaign during which trade wind cumuli
have been sampled, and the implementation and testing
of a mechanism to automatically recover tracking failures,
that greatly improves the robustness of the system. After
introducing some related work, the paper defines the cumulus
exploration problem and the choices that have been made to
tackle it. The core element of the approach is the application
of adaptative flight patterns. A specific pattern dedicated to
the exploration of cloud borders, that has been particularly
experimented, is depicted. Next, we present the implementa-
tion and integration of the complete system, deployed along
the EUREC4A campaign [13] in January and February 2020.
Finally, the experiments are presented in detail, including the
operational organization, an analysis of the achieved flights,
the evaluation of the deployment of the proposed solution,
the obtained results and the lessons learned.

II. Related work
The problem of sampling a cumulus cloud with UAVs falls in
the more general category of dynamic phenomenon tracking,
which has been addressed in various application contexts
in the robotics community. We briefly review here some
contributions on sampling atmospheric phenomena, focusing
on the ones that lead to actual flights.

The CLOUD-MAP project was a NSF-founded project
led by the Oklahoma State University [14], which goal
was to characterize the Earth’s lower atmospheric boundary
layer. Several type of UAVs were involved, from light multi-
rotors to 2-meter wing span planes. Most of the project
publications pertain to the atmospheric sciences, but some
directly concern the flight strategies, such as flocking for
a fleet of drones [15], [16] – which to our knowledge has
not been applied to real flights. In [17] the discussion about
the concepts of operation depicts a basic flight strategy
composed of vertical profiles and straight lines, without real-
time information transmission from the embedded sensors to
the ground operators and researchers.

The IRISS team at Colorado University [18] is developing
UAVs for the support of atmospheric research. Their drones
have been used in various projects [19], [20], including

the EUREC4A campaign [21]. The developed UAVs are
particularly suited for field operations in harsh conditions,
with a modular and robust design. The sampling trajectories
usually consist in vertical profiles and geometric horizontal
surveys, without online adaptation – this approach has been
extended to cloud seeding operations [22]. Such pre-defined
sampling strategies are the most used when exploiting UAVs
for atmospheric research, and suffice to provide relevant data,
e.g. to enhance weather predictions [23].

In [24], [25], UAVs are used for the sampling of volcano
plumes. In [24], the planes are remotely piloted with First
Person View (FPV) video feedback for the tracking phase,
while the rest of the flight is based on predefined waypoints-
based navigation. In [25], the same authors present a first
strategy to optimize the trajectories, however with approxi-
mately equivalent efficiency characteristics to conventionally
planned missions. The algorithm proposed in [26] tracks the
plume on the basis of the CO2 gradient, but is only evaluated
in simulation.

Dynamic tracking of clouds and wind fields is also used
in several work on path planing using soaring and thermals
to enhance the flight time of UAVs. A well known open-
source algorithm is implemented in the ArduPilot system
[27]. This solution is based on a Kalman filter estimating the
center of a thermal, the trajectory itself being a circle moving
according to this estimated center. Other solutions are based
on a reactive control using the computation of total energy
variations [28], [29]. Mapping can also support the planning
of optimal trajectories, instead of only limiting the estimation
to the local updraft. Pioneer work in the area was carried on
at the University of Sydney [30], [31], who introduced the
use of Gaussian Process model to map the atmosphere. The
same approach was proposed in [8], and [32] goes beyond
Gaussian models. The AutoSOAR project has also provided
very significant achievements [33]–[35]. One of the main
issue in thermal soaring is to locate the initial location of
the thermals in order to start the tracking. This can achieved
thanks to onboard vision [36], which in turn can also allow
to estimate the size and lifespan of the clouds [37].

The authors have contributed to several projects related to
cloud exploration. During the VOLTIGE project [38], [39], a
fleet of three UAVs have been deployed for the study of the
Earth boundary layer. The main objective was to study the
formation and evolution of fog events. The important aspects
were the integration and qualification of low-cost embedded
sensors inside small UAVs, the real-time communication
between sensors and autopilot, and finally the coordination
of spatially separated flight plans. It was also a first attempt
to use adaptive trajectories by triggering events in the flight
plan based on sensor readings. The project BACCHUS [40]
was an atmospheric science campaign held in Cyprus. The
trajectories were taking advantage of the vector-based defini-
tion of the flight primitives to perform complex patterns. We
also made some studies on adaptive fleet control to explore
cumulus clouds, resorting to the mapping of the cloud with
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on-board sensors and the dynamic optimisation of the flights
to maximise relevant data collection [41], but these have only
been evaluated in simulation [42].

With respect to this significant body of work on atmo-
spheric sampling with UAVs, the cloud sampling approach
developed in the context of the Nephelae project is rather
simple, e.g. it exploits individual reactive processes to ensure
data collection and does not require synchronization between
the UAVs. Nevertheless, it has proven its effectiveness in
missions where the UAVs flew up to 8 km away from the
ground station and were able to acquire a series of data
considered of great interest by atmospheric scientists.

III. Problem description and approach
A. Task specification
The methodology to define the approach to gather data within
cumulus clouds followed an iterative and interactive process
between the atmospheric scientists and the experts of the
UAV domain. A first important outcome is the modeling
of the clouds to specify the interest zones, where the UAV
measurements should be concentrated. Based on high res-
olution simulations of the physics of the atmosphere, the
different stages of the cumulus clouds life cycle have been
identified [43], as well as relations between the micro and
macroscopic characteristics, such as the cloud base diameter,
the height, the internal flows of air and liquid water, or the
water droplets size. From all those information, the most
important areas to explore have been defined. They are
summarized on Figure 1:

• the cloud base (purple plane) is the root of most of
the internal phenomenon that occur within the cloud.
Assessing the vertical wind field, the humidity and the
liquid water content (LWC, the measure of the mass
of the water relatively to the dry air mass) allows to
estimate the cloud forcing.

• the core of the cloud (cone at the center of the cloud),
where the updraft is at its maximum intensity, is rele-
vant to track during the cloud lifespan.

• horizontal layers at different altitudes (orange box),
where synchronized measurements of vertical wind and
LWC allow to compute the internal mass flow,

• the cloud border, which is the interface between the
cloud and the open air, in which various exchanges
occur (“entrainment mixing”). The measurements of the
LWC at the cloud border is here key.

Our approach to collect data on these areas of interest is to
resort to dedicate adaptive flight patterns [44]. These patterns
do not suppose any model of the sampled phenomenon,
they just adapt to its evolution. In our experiment campaign,
our efforts were prioritised on the clouds border because of
the rather small sizes of the encountered clouds. Section B
describes in detail the dedicated pattern that has been used
during the experiments.

FIGURE 1: Cloud interest zones as the result of discussions
with atmospheric scientists, and associated flight patterns
(illustration and design by Sarah Gluschitz)

B. Problem constraints and design choices
These task specifications lead to a series of constraints for
the UAVs. First, the size and shape of the cloud, as well as
the length of their life cycle, impose to have an endurance
of at least one hour. This is the minimum time to follow a
cloud for 20 minutes under windy conditions at an altitude
of at least 1000 meters above ground, including safety and
operational margins. It is clear that the only viable solution
with a reduced risk is to use fixed-wing planes. Rotary
wing type such as multi-rotors have indeed a too limited
endurance, and hybrid platform, despite their promising
performances, are not mature enough, or too fragile to be
used in such conditions.

The UAVs deployed are foam planes (Skywalker X6, see
Figure 2) with a wingspan of 1.5m, a cruise speed around 15-
20 m/s (discussed later in section 4), a maximum autonomy
of one hour and a take-off weight of 2.5 kg. The Skywalker
X6 can belly land on grass, but the take-off with the payload
was performed using a bungee system to save energy and
extend the flight duration. The project partners have operated
such UAVs in previous missions [2], [3], [10], and they have
proven to be robust and easy to repair (Figure 1 shows
a landing in a net: such equipment have been used with
this plane in previous flight campaigns, however it was not
necessary this time considering the location of operation –
see section A). A basic set of embedded sensors is measuring
the standard atmospheric parameters of pressure, temperature
and humidity (PTU). The sensing components are placed in a
small metallic tube above the wing root, visible on Figure 2.
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FIGURE 2: Skywalker X6 with integrated sensor for cloud
detection and measurements, details in [3], [10]

The data acquisition board for the PTU sensor is a in-house
design.

Considering the nature of the cumulus clouds and the
interest areas, a sensor capable of detecting the cloud border
without latency is needed. However, PTU data are not
suited for that matter. Humidity sensors in particular do
not work well above 95% of relative humidity or when
there is condensation, and require significant integration time
to provide accurate measures. To detect cloud borders, we
resort to an optical sensor (later referred as “cloud sensor”)
developed by the University of Reading (UK). This sensor
measures the optical extinction [10], that is the reflection
of light emitted in sequence by three infrared, cyan and
orange LEDs, detected by a photo-receptor. The extinction
measurements are closely correlated to the LWC, a key
information post-processed to assess the cloud microphysical
properties. Importantly, the measurements are instantaneous,
and so provide information in real time to the autopilot
to determine whether the UAV is inside or outside the
cloud. This information is used by the adaptive flight logic
that is running on-board the autopilot hardware. This cloud
sensor is placed on the side of the fuselage, oriented 45◦

downward to avoid perturbations from the direct sun light
while protecting the device when landing, as shown on
Figure 2.

Finally, the real-time communication with the ground
station control is a key element for the deployment of a
fleet of drones. For the current system, no direct air-to-air
communication have been implemented since the planes do
not require complex data sharing and processing to plan their
individual trajectories and actions. The modems used are
the P2400 from Microhard. They operate in the 2.4 GHz
frequency band, with a maximum emitting power of 1 Watt

and a link rate from 19.2 to 345 kbps. They have been
successfully tested up to 15 km.

C. Summary of the design choices
Based on the mission requirements and constraints, the main
system design choices are the following:

• A fixed-wing aircraft should be used, as it is the
only type of aircraft with the required endurance and
unbiased sampling of cloud microphysical properties.
Considering the operational constraint to operate for a
long time in a remote location in all weather conditions,
a basic foam airframe, easy to repair and to modify
should be preferred.

• The scientific sensors are providing scalar and local
information of the environment, namely PTU and LWC
provided by the cloud sensor. The cloud sensor is
also used for cloud border detection, which allows the
execution of the adaptive navigation patterns onboard
the autopilot to efficiently sample the areas of interest
around the clouds.

• The communication system should guarantee a reli-
able and long range connection with several planes
simultaneously. A centralized network, even with a
low bandwidth, is possible because the adaptive flight
patterns are controlled and managed onboard by the
autopilot. From sparse data received on the ground,
a real-time map allows the scientists and the UAV
operators to monitor the mission.

The details of the overall system architecture and its
implementation are presented in section V

IV. Adaptive flight patterns
A. The flight pattern logic
The goal of the adaptive flight patterns is to efficiently collect
data in the cloud areas deemed as relevant by the scientists.
As mentioned in section A, in our experiments we selected
the flight pattern dedicated to the cloud border, and the
collected data are PTU and LWC. Additionally, this pattern
is only used in 2D, at two different altitudes in the case of
multiple UAVs flights.

Due to the rapid evolution of the phenomena, as well as
the relatively high flight speed, on-board autonomous flight
strategies are more likely to efficiently sample the different
zones, especially the border of the clouds. This ensures
that the pattern execution is not affected by communication
latency and losses, that could lead to late reactions and hence
cloud tracking failures.

Figure 3 is a synthetic view of the logic that applies to the
flight patterns that rely on the crossing of the cloud borders –
and in particular the one that has been been applied. During
the initial phase, the aircraft is guided towards the cloud of
interest. In our experiments, this is done by circling in the
sky along a racetrack shape trajectory (waiting or holding
pattern), until a first cloud detection occurs. After entering
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the cloud for the first time, the aircraft performs maneuvers
according to the current flight strategy until it reaches the
border and goes out. Then a turn is commanded to re-enter
the cloud and the whole process continues until reaching the
end of the mission.

It as been observed during the preparation time and flight
campaigns that the planes may lose track of the cloud, or
more specifically, the border of the cloud. This happens when
the trajectories are doing circles either completely inside or
completely outside the cloud, without crossing the border
for a long time. To cope with these situations, recovering
strategies have been specified: when the plane makes more
than a full turn without seeing the border, it will either cross
in straight line if lost inside or perform circles of increasing
radius around a recover point. This point is computed from
the previous border detection and is taking into account the
estimated horizontal wind to give an estimation of a point
that is most likely inside the cloud. The evaluation of this
procedure is presented in section E.

In presence of horizontal wind, the clouds drifts. Since the
flight control at the navigation level is performed based on
GPS coordinates, it is necessary to set a drift parameter that
moves all the points related to the adaptive patterns (circle
centers, segments, target and recovery points) to compensate
displacement due to the wind. This parameter can be set by
the operators knowing the current meteorological observa-
tions, but also from the horizontal wind estimation computed
by the ground station based on the GPS track of the planes
( [45], see section 3).

Inside cloud

Reach initial
point

Crossing
cloud border

Lost inside

Exploration
IN

Lost outside

Exploration
OUT

Found cloud
border

Recover IN

Found cloud
border

Recover OUT

FIGURE 3: General flight pattern logic

B. Trinity flight pattern
The Trinity pattern is inspired by [46], where a method to
estimate the boundaries of a dynamic environment with a
team of robots is proposed. This strategy has been designed
with the the sampling of small and medium size clouds in
mind.

The logic is as follow: every time the UAV crosses the
cloud border based on the sensor measurements, it records its
position and heading to compute the center of the next circle

that it will track, depending on the predefined turning radius.
Since the direction of rotation doesn’t change, the trajectory
goes “backward” when the UAV is going out of the cloud and
starts flying the next circle. Since the autopilot is bounding
the maximum commanded bank angle, the minimum turn
radius constraints is never violated. Algorithms 1, 2 and
3 describe the process in detail. Figure 4 illustrates the
resulting trajectory for two different sizes of clouds.

Initial waypoint and track
UAV track
Border detection
Cloud border
Target circle

FIGURE 4: Resulting Trinity trajectory (in red) on a large
cloud (top) and on a smaller one (bottom)

In some cases, the target circle ends up completely inside
or outside the cloud, especially when the cloud evolution
is very fast or its displacement relative to the ground not
properly compensated. The recover procedures will try to
find a new border point, either by crossing the cloud in
straight line (“lost inside” case) or by flying a circle of
increasing radius around a recover point. This recover point
is computed based on the previous border detection. The
assumption is made that this point is close enough from the
border so that flying in circle around it will lead to a correct
recovery. Algorithms 4 and 5 detail the recovery procedures.
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Algorithm 1: ExplorationIn step for Trinity pattern
Global variables: init pattern, state, initial waypoint,

last border, circle radius, turn direction,
wind speed

Local variables : circle center
Initialization : init pattern ← True
case ExplorationIn do

if init pattern = True then
navigateGoto(initial waypoint);
if inside cloud then

last border ← getCurrentPosition();
circle center ←
computeNextCircleCenter(circle radius,

turn direction);
init pattern ← False;

else
navigateCircle(circle center, circle radius,

turn direction);
movePointFromSpeed(circle center,

wind speed);
movePointFromSpeed(last border, wind speed);
if outside cloud then

last border ← getCurrentPosition();
state ← ExplorationOut;

else if Number of turns > Max number of turns then
state ← RecoveryOut;

C. Other flight patterns
Two other adaptive flight patterns that correspond respec-
tively to the patterns 2 and 3 on Figure 1 were designed
[44]. Based on empirical observations in simulations, both
are adapted for large clouds for which the average cloud
horizontal size is at least 8 to 10 times the turn radius of
the UAVs. During the experimental flight campaign, clouds
encountered where smaller: as a consequence, the Trinity
pattern have been used almost exclusively. The few attempts
to validate the two other patterns did not provide significant
results and are not further discussed.

Other basic non adaptive flight patterns are also used
during the mission, for the take-off, initial climb, cloud
searching and landing phases. These flight elements mostly
consist of circles and straight lines. The cloud search phase
is adapted to the meteorological situation at the mission lo-
cation: in our field campaign, it consists of a racetrack shape
trajectory (holding pattern), centered on a geo-referenced
position upwind of the ground station.

V. System integration
A. Overall architecture
The proposed overall architecture of the NEPHELAE system
is represented 5. It is a centralized architecture based on

Algorithm 2: ExplorationOut step for Trinity pattern
Global variables: init pattern, state, last border, circle radius,

turn direction
Local variables : start step, circle center
Initialization : start step ← True
case ExplorationOut do

if start step = True then
circle center ←
computeNextCircleCenter(circle radius,

turn direction);
start step ← False;

navigateCircle(circle center, circle radius,

turn direction);
movePointFromSpeed(circle center, wind speed);
movePointFromSpeed(last border, wind speed);
if inside cloud then

last border ← getCurrentPosition();
start step ← True;
state ← ExplorationIn;

else if Number of turns > Max number of turns then
state ← RecoveryIn;

Algorithm 3: Compute the next circle position
Input: circle radius, turn direction
Output: circle center
Function computeNextCircleCenter(circle radius,

turn direction):
if turn direction = Right then

rotation angle ← −π
2

;

else
rotation angle ← π

2
;

current position ← getCurrentPosition();
current direction ← getFlightDirection();
circle center.X ← current position.X +
cos (current direction + rotation angle)× circle radius;

circle center.Y ← current position.Y +
sin (current direction + rotation angle)× circle radius;

return circle center

the Paparazzi UAV System2 [47], an open-source drone
hardware and software project, designed with the vector-
based autonomous navigation for various civil and scientific
multi-UAV applications in mind. Paparazzi is well-suited to
interact with external ground agents such as a dedicated
mission controller [48]. The main features of the system
architecture are:

• high levels goals and task allocation are set from the
ground by the operators,

2http://paparazziuav.org
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Algorithm 4: RecoverIn step for Trinity pattern when
lost outside a cloud

Global variables: state, last border, circle radius,
turn direction, circle radius increment,
wind speed

Local variables : start recover position, init recover
Initialization : init recover ← True
case RecoverIn do

if init recover = True then
circle radius offset ← 0;
init recover ← False;

navigateCircle(last border,
circle radius + circle radius offset, turn direction);

movePointFromSpeed(circle center, wind speed);
movePointFromSpeed(last border, wind speed);
if circle radius + circle radius offset < maximum radius

then
circle radius offset ←

circle radius offset + circle radius increment;

if inside cloud then
last border ← getCurrentPosition();
init recover ← True;
state ← ExplorationIn;

Algorithm 5: RecoverOut step for Trinity pattern
when lost inside a cloud

Global variables: state, last border
Local variables : start recover position, init recover
Initialization : init recover ← True
case RecoverIn do

if init recover = True then
start recover position ←
getCurrentPosition();

init recover ← False;

navigateLine(last border, start recover position);
movePointFromSpeed(last border, wind speed);
if outside cloud then

last border ← getCurrentPosition();
init recover ← True;
state ← ExplorationOut;

• the embedded sensors are connected to the autopilot,
their data being used in real-time for cloud tracking
with the adaptive patterns,

• sensor data reported (at a low frequency) to the ground
is used to build a dense map of the cloud (Cloud
Adaptive Mapping System (CAMS), see section C), to
help the operator in their decisions.

• The various roles of the operators are explicitly inte-
grated (see section B).

FIGURE 5: Global system architecture of the cloud adaptive
mapping system

Simulations are very useful to develop and test the overall
system. For this purpose, the flight dynamic is provided by
the Paparazzi UAV system (see section B), and the mete-
orological scientists involved in the project provided high
fidelity simulation data of the atmosphere using the MesoNH
model [43], [49]. The simulated atmosphere provides all the
necessary physical parameters, such as wind, temperature,
humidity or LWC in a 4D spatio-temporal mesh.

B. Flight management with the Paparazzi system
With Paparazzi, the control of the UAVs is possible at
different levels. In the context of this work, the most relevant
ones are:

• Flight Plans are providing a static description language
to build complex procedures, which is well suited for
the take-off, waiting and landing phases. Navigation
is vector-based, meaning that flight elements are de-
scribed by geometric patterns rather than a list of
points, making it adapted to complex and adaptive
flight strategies. In addition, it can provide many layers
of protections of the flight area by triggering safety
procedures. This mode is also used for all the tuning
flights, which concerns the aircraft themselves but also
the atmospheric sensors.

• Mission Task control consists of a list of actions or
flight patterns to be executed in a sequence. The tasks
are received from the datalink system and are adapted to
dynamic environment and mission management. Since
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the task based control is granted by the general navi-
gation control, it can fallback to the safety procedure
at any time and restrict this mode of operation to a
dedicated airspace with no risk of fly-away of a drone.

GOTO CIRCLE LINE CUSTOM

Operator

custom
flight patterns

or actions
registered at init

Flight Plan

waypoints
safety area

blocks

takeoff / standby

run mission

landing

Guidance

Control

Actuators

Payload actions

dynamic
waiting queue

add / replace element
skip / end mission

FIGURE 6: Integration of dynamic mission elements with
the static flight plan description in the Paparazzi system.
Within the static flight plan, a block called run mission
allows to execute the mission elements from a waiting queue
filled dynamic by the operator. The adaptive pattern is one
of the possible custom flight pattern.

Figure 6 summarizes the interactions between the flight
plan and mission task control. During the takeoff, standby
and landing phases, the static flight plan is controlling the
flight. When a cloud is detected, the flight plan block run
mission is executed, which gives the control to the dynamic
execution part. The flight patterns are sent from the ground as
custom mission elements. This mode ends when the mission
queue is empty, when the operator decides interrupt the
mission, or when safety procedures from the flight plan are
triggered.

The implementation of the flight patterns relies on modules
that can be called either from the flight plan or as a task
in the mission controller. The general navigation system is
providing a set of basic flight patterns (goto waypoints, fly
circle, fly segment, . . . ) that can be assembled to perform
complex patterns. All the data coming from onboard sensors
or other payload can be made available and used by sensor-
driven sampling strategies as presented in section IV.

C. Mapping and tasks allocation
The Cloud Adaptive Mapping System (CAMS) is a software
framework that provides a graphical user interface to create
and manage flight plans adapted to cloud exploration. It can
also build in real-time LWC maps from the sampled data,

to help the operators make decisions about the exploration
process and post-mission data analysis.

Maintaining a reliable map of the environment is of course
of utmost importance for exploration tasks. Due to the spar-
sity of the sampling process in a dynamic 3D environment,
Gaussian Process Regression (GPR) is particularly adapted
for this mapping problem. CAMS builds a 4D (x, y, z,
t) map using GPR on the basis of the cloud sensor data.
The GPR hyperparemeters have been optimised prior to the
experiments in simulation, by flying within clouds simulated
by the Meso-NH atmospheric model. Data points older than
a minute are not considered anymore in the GPR estimate.
The map produced is compensated by the estimated wind in
order to produce a map linked to the cloud moving reference
frame and not the fixed Earth frame (prior work without
the moving frame can be found in [41]). The map is built
on a dedicated computer on ground, gathering all UAVs’
measurements. In the field campaign, its only purpose was
to inform the operators of the occurence of clouds along the
flown trajectories, and to monitor the execution of the cloud
border tracking patterns.

The second functionality of CAMS is to support the
operators for creating the mission elements that are sent
to the drones. This is achieved by selecting on the map
the location of the starting point and the appropriate flight
patterns and their parameters. Each new task has to be
validated by the mission supervisor and is visible in the
queue list of the graphical interface.

CAMS is also ready to work in mixed-reality scenarios,
combining physical and simulated UAVs, with real or sim-
ulated cloud environments. Figure 7 shows several views of
the CAMS interface during a hybrid simulation (real UAV,
simulated cloud).

Finally, UAV flight trajectories and sensor data are stored
in a database during mission execution for review and
analysis.

VI. Flight experiments
A. The campaign location
The NEPHELAE field experiment leveraged an international
flight campaign, called EUREC4A [13], [50], [51], at the be-
ginning of 2020 on the island of Barbados. This EUREC4A
campaign involves research vessels, piloted research aircraft
and two other types of drones. Barbados Civil Aviation
Authorities have specifically allowed UAV flights in the
context of this scientific mission, as long as the drones have
permit to fly from authorities of their originating country.
Also, since the selected location for drones was the same
for all teams, the airspace had to be shared.

Finding the right location to carry out the flights is already
a challenge. The targeted clouds are trade wind cumuli,
which means that the flights have to be over the sea and in
the tropics. The prevailing winds speed averages 8 m/s and
it is required to follow the same cloud as long as possible
(the life-time of such clouds is around 20 to 30 minutes).
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FIGURE 7: The main CAMS interface, with reference cloud
and confidence of the built map (yellow background shows
the unexplored area) on the top left, raw sensors data monitor
(bottom left) and current list of mission elements (top right).
The UAVs ground control station (GCS) is at the bottom
right.

FIGURE 8: Map of Barbados Island with flight location
at Morgan Lewis, Barbados Cloud Observatory (BCO) and
Bridgetown Airport (BGI)

This implies that the flight area has to be large enough, with
ceiling up to 2000 meters above sea level. Several places
have been considered, and visited by the NEPHELAE project
members prior to the mission, to assess the meteorological
conditions, accessibility, local regulation, etc.

The selection of the flight location was complex as several
factors had to be considered. The first constraint was to

be located on the east coast as the prevailing trade wind
is blowing westward from the ocean and the goal is to
sample the clouds before they reach the island. The Barbados
international airport (BGI) is located at the south end of
the island, which means that the flight area should be
located in the north to avoid conflicts with the commercial
planes during their approach to BGI. Finally, for fixed-wing
operations the field should be flat, far enough from populated
area and void of surrounding obstacles. None of the three
possible spots perfectly matched all the criteria, but a place
called Morgan Lewis (see Figure 8) was the best option,
with a long field well-oriented toward the sea and with few
obstacles, except for hills on the side and a downward slope
that made the automatic landing impossible – as a result all
landings were performed by the safety pilots.

FIGURE 9: View of the temporary operation center and
storage

The NEPHELAE experiments lasted 4 weeks in January
and February 2020, and involved the participation of a
total of 10 people (scientists, engineers, PhD students). The
UAVs, ground equipment and computers, scientific sensors
and batteries were sent two months in advance by ship.
Containers served as the base station for operation and
storage as seen in Figure 9.

B. Flights organization
As presented in section A, the flight operation strategy
results from a joint problem analysis of the atmospheric
scientist and the UAV experts. It is important to insist on the
fact that the objectives of the NEPHELAE field experiment
were driven by atmospheric science. With this in mind, and
considering the overall NEPHELAE system architecture, five
operator roles have been defined to carry out a complete
flight operation:

• The scientist is monitoring the real time sensor values
collected by the UAVs. When the scientist estimates
that a UAV is crossing a cloud worth sampling, he/she
requests to deploy a specific pattern to the mapmaker
operator. He/she is also in charge of the analysis of the
regional weather forecast and near real-time satellite
images to determine if clouds are coming within the
next hour.
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• The mapmaker operator is checking the real-time cloud
mapping process based on Gaussian Process Regres-
sion. Once the mapmaker receives new instructions
from the scientist, he creates a new mission element
with the desired parameters.

• The UAV operator is controlling the flights from the
Ground Control Station (GCS). In particular, this op-
erator is in charge of take-off, landing and waiting
procedures, as well as the general safety of the flights.

• The flight director is the coordinator of the three former
operators. The flight director is checking the created
mission and decides if it should be accepted or rejected.
He/she is also in charge of the coordination with the
other teams sharing the airspace and is the point of
contact for the local Air Traffic Control.

• The safety pilot is on the field with the UAVs remote
control and is coordinating the take-off and landing
phases with the UAV operator. The safety pilot can take
back the control of the UAV when flying in line-of-
sight and is manually piloting the take-off and landing
phases.

Figure 10 shows the operation center with three dedicated
displays. The flight director stands behind these three opera-
tors to have a global view of the flight operations, the safety
pilot remains on the field for take-off and landing operations.

FIGURE 10: Operation center displays. From left to right:
atmospheric data and mapping display for the scientists to
confirm cloud detection, real-time mapping system configu-
ration and control, and GCS for the UAV operator.

Ensuring the safety of the operations is of course an
essential component of the mission. Several operators (from
the NEPHELAE team but also from other teams sharing the
same airspace) are involved at different levels and stages
of the flights, which requires a clear and concise com-
munication between them. One of the most critical points
is the relation between the UAV operator and the safety
pilot, whose task is to monitor the flight during take-off and
landing from a standard remote control (RC). Considering
the initial goal of the project to have up to 4 or 5 UAVs at
the same time, it was not a viable option to have one qualified
pilot for each drone. In addition, previous experiences have
shown that the risk of mixing the RC transmitters is real and
has lead to catastrophic situations.

The solution that has been selected was to use a single
safety pilot with only one RC transmitter, similar to a former
flight campaign in the Maldives in which three aircraft were
operated simultaneously [52]. All planes were bonded to the
same RC and a special software tool was developed for the
UAV operator to select which plane is being controlled at
a particular time. This is not without risks – if a plane is
selected in the wrong mode, it might enter to a safety mode
and go back home. To reduce this risk, the RC selector was
also checking the status of the autopilot (autonomous flight
or RC mode) to decide if the selection of a particular UAV
is valid or not. A handshaking (cross validation between the
RC selector and the autopilot) was in place to minimize the
risk of incoherent state.

C. Flights analysis
1) Flights summary

TABLE 1: Summary table of the flights during the experi-
mental Barbados flight campaign

Number of
flights

48 22 of which achieved with two UAVs

Data recorded
45

hours
Flight time average around 53 minutes per

flight

Calibration
flights

23
Cloud sensor and UAV calibration,

validation of the flight pattern

Measurement
flights

25
Vertical profiles and cloud tracking

missions

Viable
scientific

flights
18

Autonomous cloud tracking during more
than 2 minutes. Four flights tracked clouds
for more than 8 minutes, and the average

tracking time is around 5 minutes.

Table 1 presents a summary of the flights during the whole
campaign (more detailed satistics are provided in [51]). Each
“flight” refers to a complete operation involving either one
or two UAVs.

A first remark is that the number of calibration/validation
flights comprised nearly half of the total number of flights.
The reason is that the complete testing of the system includ-
ing the sensors, adaptive sampling strategies and mapping
software in real clouds could not be done before the cam-
paign, and a number of unforeseen issues had to be addressed
once operations began in the field.

Most clouds tracked during this campaign spanned be-
tween 400 and 600 meters horizontally: with a 100 meters
turn radius of the UAVs, the flight pattern could effectively
sample cloud borders, for an overall duration of 90 minutes.
The data collecting / flight time ratio is rather poor: this
was mainly limited by the allocated flight area and the wind
speed, and did not prevent significant scientific analyses
(section D).

Some representative flights are presented hereafter to
analyse the behavior of the adaptive patterns.

10 ,



(a) The two UAVs trajectories

2500 2600 2700 2800 2900 3000 3100 3200
time (s)

100

0

100

200

300

400

500

clo
ud

 se
ns

or
 v

al
ue

 (n
o 

un
it)

Raw cloud sensor values with hysteresis thresholds
UAV 1
UAV 2
hysteresis entry threshold
hysteresis exit threshold
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FIGURE 11: Raw cloud sensor data gathered during a flight
involving two UAVs (a). Only UAV 1 (yellow) encountered
and tracked a cloud. In (b), the solid blue line is the entry
threshold (the UAV is declared inside the cloud when signal
exceeds it) and the dashed blue line is the exit threshold (the
UAV is declared out of the cloud when the signal is below
it).

2) Sensor data filtering
Prior to using the cloud sensor data in real-time to apply the
adaptive flight patterns, it is necessary to filter the raw signal
and define detection margins.

Figure 11 shows the cloud sensor signal gathered by two
UAVs, one effectively tracking a cloud, the other one never
crossing a cloud. As can be seen, the sensor data have a
significant variability that hinders a clear detection of the
cloud borders. A low-pass filter and a median filter are
applied to isolate the noise and occasional spikes from actual
cloud passes. The detection of the cloud border relies on
two thresholds that define a hysteresis (plain and dashed
blue lines in Figure 11b): when the cloud sensor filtered
value exceeds the high threshold, the UAV is declared within
the cloud, if the value is lower than the low threshold,
it is declared out of the cloud. The filter parameters and
detection thresholds were empirically determined, based on
data from calibration flights and by reading the raw values
during the loitering phase while waiting for a cloud. One
of the UAV was equipped with a onboard camera: post-
processing analyses confirmed the detection thresholds were
well correlated with cloud border crossings.

3) Flight patterns analyses
a: Two UAVs flight
The overall flight of the first case is shown in Figure 12.
The red UAV detects a cloud while flying along the holding
pattern, and is immediately set in tracking mode by the
operator. The yellow UAV is then sent towards the the cloud.

FIGURE 12: Trajectory of two UAVs during a simultaneous
cloud sampling

The cloud tracking flight patterns are locally defined on
the basis on the cloud border detections. In presence of
horizontal wind, the resulting trajectories appear warped
when plotted in the Earth global reference frame (Figure
14a). To properly analyze the flight patterns execution, the
trajectory is post-processed so as to be plotted in the cloud
reference frame, using the estimation of the average wind
speed and direction.
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FIGURE 13: Estimated east and north wind speeds and
average value during the flight of Figure 14. The dashed
parts correspond to the holding patterns, while the solid lines
are the estimates computed during the tracking phase.

The Paparazzi ground control station integrates a wind
estimation algorithm based on the GPS velocity [45]. Since
this algorithm only works when the UAVs are flying along
a circle at constant velocity, the estimated wind is only
considered when the UAVs are waiting or tracking at the
target altitude. The Barbados being located within the Trade
Wind Alley, the wind speed over the ocean is roughly
constant in speed and direction during the time of a cloud
tracking, as seen Figure 13. When the trajectory is plotted
on the cloud local moving frame after correcting the drift,
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(b) Measurements in cloud moving frame

FIGURE 14: Flight trajectory of the yellow UAV of Fig-
ure 12 while tracking a cloud with the Trinity flight
pattern, in the Earth (a) and local (b) moving reference
frames. Cyan/magenta dots are measurements respectively
outside/inside the cloud.

Figure 14b, the shape of the Trinity pattern is clearly visible.
The diameter of the cloud is here around 600 meters.

Figure 15 shows the altitudes of the two UAVs as a
function of time. The magenta dots correspond to the time
when the UAVs are inside the cloud according to the cloud
sensor. This confirms that UAV 2 (in red) starts the detection
earlier than UAV 1 (in yellow). Between t = 2780s to
2950s, the two UAVs are sampling the cloud together with
an altitude separation of around 80 meters. At t = 2960s,
the UAV operator sends a command to UAV 2 to stop the
adaptive tracking, to adjust the tracking and then resume the

tracking before t = 3100s. This flight allows to observe the
evolution of thermodynamic parameters at two levels, which
is key to study the cloud life cycle [51]. Unfortunately, while
the initial goal of the flight campaign was the deployment of
a fleet of UAVs, numerous technical hurdles made that only
a couple of flights could be performed with two UAVs.

b: Other flights
Figure 16 shows the trajectory of the yellow UAV of the
flight Figure 11, resulting from the application of a Trinity
pattern. This flight pattern is considered as the most robust
for the small Trade Wind clouds encountered during the
NEPHELAE field campaign. However, depending on the
shape of the cloud, the UAV sometimes can not fulfill a
complete exploration around the clouds when it fails to
reenter the cloud. This occurs around the coordinates x = 400
m, y = 500 m, at the top of the Figure. Here, the operators
have made the decision to stop the tracking and manually
set a new target point to reenter the cloud. This interruption
corresponds to the small red dots on the plot. Such cases are
hard to detect using only a local perception of the cloud, but
a possible solution to this problem is presented in section E.

As reported in Table 1, only 18 flights out of 48 in total
are considered as viable for scientific use, i.e. when the cloud
tracking lasts at least 2 minutes. Out of these 18 flights, only
2 clouds were properly tracked by two UAVs simultaneously.

Evaluating the number of turns around a cloud or the
percentage of coverage of a border is difficult without an ex-
ternal reference. A visual inspection of the trajectories in the
local cloud frame allows to evaluate that six flights achieved
a full turn around the cloud border. An example of such case
is shown on Figure 18, with an acceptable exploration with
the Trinity pattern, demonstrating its efficiency in nominal
conditions despite the small size of the cloud (about 200
meters).

4) Trajectory tracking and flight performances
While flying close or inside clouds, it is expected to
encounter perturbations such as turbulence, downdraft or
updraft. In this study, a constant altitude is required for the
data collection around the cloud border.

Figure 19a shows the flight altitude of yellow UAV of the
Figure 12 during the cruise and then adaptive tracking phases
(right part of the figure). We can observe that during the
approach phase, until 2750s, the tracking accuracy is around
5 meters. When the UAV starts the adaptive cloud tracking,
after 2750s, the variations of altitude are increasing, but stay
within 10 meters around the reference. An interesting point
to note is that the altitude tends to increase when flying
inside the cloud (magenta background areas) and to decrease
when flying outside (blue background). This behavior is
expected due to the nature of clouds, with updraft inside and
downdraft around. The analysis of the four longest flights
with two different UAVs, the average root mean square error
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FIGURE 15: Flight altitude of the two UAVs presented Figure 12. Magenta dots correspond to the time when a UAV is
inside the cloud.
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FIGURE 16: Trajectory in the local cloud frame for the red
UAV of Figure 12 resulting from the execution of a Trinity
pattern (cyan/magenta = outside/inside the cloud, red dots =
adaptive tracking disabled).

on altitude tracking is 1.43 m during the approach phase and
3.38 m during the adaptive tracking phase.

Figure 19b shows the tracking of the roll angle of the
plane during the same flight phases. Until 2400s, the plane
is flying headwind towards the ocean to reach the waiting
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FIGURE 17

FIGURE 18: Example of trajectory in the local cloud frame
resulting from the execution of a Trinity pattern on a small
cloud (cyan/magenta = outside/inside) the cloud.

area. At 2400s, it starts a turn followed by a holding pattern
(race track shape) until 2700s when it is sent towards the
cloud, until the adaptive tracking is effectively engaged at
2750s. The overall tracking performances are correct, even
when flying at the border of the cloud. As expected, the
trajectory control that is made by moving the center of a
circle produces saturated roll commands (at 30◦) when the
UAV is outside the cloud to steer it back inside.

The oscillations on the roll angle that are observed before
2400s are explained by the heading control strategy. In order
to limit the number of sensors involved in the control and
state estimation, the Paparazzi system allows for fixed-wing
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FIGURE 19: On each plots, the cruise approach phase is until t = 2750s and the adaptive cloud tracking after. The blue
background corresponds to the time when the UAV is outside the cloud, while the magenta correspond to the flight inside
the cloud.
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aircraft to fly based on the GPS ground track rather than
the real heading measured by magnetometers. When the
ground speed is too low, this estimation can become unstable,
and even reverse if the plane flies backward relative to the
ground. Figure 19c plots the airspeed and the GPS ground
speed, it shows that during the cruise phase headwind, the
ground speed went down to 5 m/s, which is the minimum
required to keep flying. On the other hand, the airspeed,
that was constantly monitored by the UAV operator, always
remained above 15 m/s, for a stall speed estimated between
10 and 12 m/s. Airspeed variations are more important
during the adaptive tracking due to the cumulative effect
of bank angle, altitude and wind variations.

The stall margin, that can be computed from the flight
speed, the bank angle and stall speed, stays above 20% for a
conservative value of 12 m/s for the stall speed in cruise
flight. The minimum turn radius, which is a function of
the flight speed and bank angle, varies between 40 and 70
meters for a maximum bank angle of 30◦. By default, the
commanded circles have a radius of 100 meters to leave
margins for control and stall protection.

During the whole flight campaign, the standard flight
controller from the Paparazzi system have been used without
modifications, except for an extra limitation on the maxi-
mum throttle to prevent battery voltage drop. The overall
performances revealed to be acceptable for the collection of
data, even at the border of the cloud where the turbulence
are the strongest. All flight parameters have stayed within
operational limits, although the minimum acceptable ground
speed of 5 m/s have been reached several times due to the
strong average wind 10 m/s and the rather low maximum
airspeed of the UAVs.

D. Scientific results
The main scientific objective of the NEPHELAE project was
to study the evolution of cumulus clouds and the dominant
entrainment mechanism. As indicated in Table 1, 18 flights
have been a priori deemed as having tracked a cloud long
enough to address these atmospheric science objectives. In
the end, the data acquired during 6 of these 18 flights were
actually used to build diagrams of the exchange of heat and
water between the cloud and the surrounding atmosphere.
This has been made possible by the characterization of
the thermodynamic state relating saturated/unsaturated and
buoyant/non-buoyant parts of the clouds and its surround-
ings. The measurements done allowed to distinguish the
difference between forced and actively convective clouds
based on their size and thermodynamic properties. The
analysis of the gathered data in this series of experiments
has been published in [51], [53].

In particular, the flight in which two UAVs synchronously
sampled the same cloud allowed to build thermodynamic di-
agrams at two different altitudes. It showed a more developed
cloud with higher buoyancy and cloud water higher above
cloud base, while at lower altitude, the observations con-

verge more rapidly towards neutral buoyancy and saturated
conditions as the lower part of the cloud dissipates [51].

E. Post-campaign evaluation of the tracking recovery
procedure
A major concern during the mission at Barbados was that
in several occasions, the UAVs lost track of the cloud after
exiting it, their turning trajectory not intersecting the cloud
border again. In such situations, operators had to redefine or
cancel the mission by hand. A tracking recovery procedure
have been added later to each of the adaptive flight pattern, as
presented in section A. In order to evaluate the efficiency of
this strategy, hybrid flights were conducted, with simulated
clouds and real planes flying at low altitude as seen Figure 20

FIGURE 20: Hybrid flights with real planes and simulated
cloud and sensor at Lannemezan, France

A total of 11 cloud tracking missions were done with
one or two UAVs at the same time, for a total of 4 hours
accumulated flight time. The simulated clouds were evolving
with time, but without horizontal wind to stay within the
allocated flight area.

A typical recovery sequence is presented on Figure 21.
At t=-90s, the trajectory shows a spurious border detection
(yellow dot) at a location far from the center of the cloud,
most likely due a remaining of tiny cloud blob detached from
the main part. After that, the UAV keeps turning until roughly
t=-40s (one and a half full turn), before starting the recovery
and heading to the recovery circle (at t=-30s). Finally, at t=0s
a new border is detected, and the UAV resumes the cloud

, 15



:

tracking. It can be noted that the evolution of the cloud shape
is quite fast during this short 4-minutes sequence.

Note that on Figure 21, the colored background represents
the liquid water content (LWC) which is related to the
measurements from the cloud sensor. Due to the logarithmic
nature of this concentration, the shape visible on the figures
are not necessarily representative of the “visible” shape of
a cloud and only the highest concentrations between purple
and yellow are perceptible here.

During all these 11 flights, the recovery procedure have
been successfully executed. The recovery execution time
was between 20 to 70 seconds, with an average time of 35
seconds. This strategy can be considered as a robust solution
to the problem of cloud tracking loss.

F. Lessons learned
This experimental campaign has been an excellent opportu-
nity to validate in the most realistic conditions the proposed
approach to sample clouds with UAVs. The benefits of using
robust and easily repairable aircraft have of course been clear
throughout the campaign.

The first other important point is that a lot of flight time is
lost in the oval trajectories, waiting for a first cloud detection.
Without any additional sensor than the in-situ cloud sensor,
there is no other efficient solution to detect clouds than
crossing them by chance. Furthermore, encountering tiny
clouds often triggered the application of a cloud tracking
pattern which quickly failed, which is a waste of time
and energy. Including an active cloud search capability to
target specific clouds, thereby reducing the time necessary
to trigger the adaptive sampling patterns, is a functionality
of primary importance. A first solution could be to use a pair
of ground cameras, in a wide baseline stereoscopic setup, to
estimate the size location of clouds. Such a device has been
developed by Meteo-France [54], but could unfortunately
not be deployed on-site – and the distance at which clouds
started to be tracked, up to 14 km from the shore, would have
been challenging for the system. An alternate approach is to
resort to an on-board camera with processing capabilities to
guide the UAVs towards the clouds, without impacting the
communication system, e.g. as in [36].

An other important lesson learned is that better mission
management tools should be provided to the operators,
in particular to the UAV operator. A first step would to
use a high-level task planning system to automate a part
of the actions currently performed by humans. The goal
would be to allocate the UAVs to various tasks according
to their capabilities (sensors, energy resources, . . . ) and to
synchronize their actions, such as reaching specific locations
at a given time. Both centralized and distributed solutions
have been proposed for this kind of problems for UAVs [55].

From an atmosphere science perspectives, additional adap-
tive patterns should be defined. For instance, the presented
flight patterns are all applied in a 2D plane, whereas they
could be initialized with a vertical speed in order to sample

more volume. An important additional pattern one would
be the possibility to fly ascending and descending spirals
centered on the core of the cloud. The main difficulty is that
it requires a continuous signal of the cloud microphysical
properties and vertical air flow, hard to estimate in such
turbulent conditions.

Finally, the definition of evaluation metrics to better
evaluate the efficacy of the adaptive patterns from the point
of view of the data they gather would be beneficial, so
as to better tune them. In the absence of ground truth,
the evaluation of the achieved flight patterns can only be
qualitative, and one can only state that the flight patterns
could collect data that yielded atmosphere scientific analyses.
It is only through more systematic simulations on a large
variety of clouds that one can get better insights on the
efficacy of the flight patterns, as well as on how to tune
them.

VII. Conclusion
Within the NEPHELAE project, an atmospheric science
driven study, a series of adaptive flight patterns and a ded-
icated architecture have been developed to operate multiple
drones during an international field campaign to follow the
evolution of clouds. Several technical and scientific problems
had to be considered. They span from tackling challenges to
fly beyond visual line-of-sight , in a turbulent atmosphere
around cumulus cloud up to 14 km from the ground control
station, to efficiently sample the atmosphere only relying on
the local perception of onboard meteorological sensors. In
addition to that, numerous other operational constraints had
to be addressed, to deploy the whole system in a remote
location and to smoothly interact with the other users of the
allocated airspace.

The overall campaign was a success considering the num-
ber of flights, almost 50 performed with one or two UAVs
at the same time. The applied flight strategy, as well as the
control architecture, mostly developed in simulated clouds,
have revealed to be efficient in an operational context. Valu-
able scientific data have been collected and post-processed,
leading to a contribution in the field of meteorological
research.

However, several remarks have to done. First, the initial
goal to deploy up to 5 or 6 drones have not been achieved.
This is partly explained by purely technical issues on the
drones, but not only. Several limitations can be directly
related to the system itself. A first critical bottleneck is the
limited autonomy of the system in terms of decision and
trajectory planing, which is greatly increasing the workload
of the operators. A second remark that is somehow related, is
the capacity of the drones to have long distance perception,
which is limiting to possibility to plan long term tasks.
The use of onboard and/or ground based camera system
to estimate the locations of the surrounding clouds would
have been decisive for this purpose. The last remark is
also related to increasing the UAV’s autonomy: the mapping
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FIGURE 21: Recover sequence, with a real UAV evolving nearby a simulated cloud. The colors indicate the LWC of the
simulated cloud. The UAV is turning outside the cloud between -90 and -60 seconds. It starts to head to the recover circle
at -30 seconds, and finds the cloud again at t=0. Yellow dots are border detection. Note the fast evolution of the cloud with
time, which is realistic.

process that was running on a dedicated ground computer
was only used by the operators to trigger and monitor the
execution of the cloud border tracking patterns. It hence
contributed to the success of some of the flights, but it has
the potential to yield more informed, hence more robust,
cloud adaptative sampling tasks. Properly mapping the cloud
physical parameters is key for the development of more
efficient sampling schemes, and most efforts should be put
on this functionality prior to studying multi-robot mission
planning processes: in particular, the fusion of outer visual
information and inner cloud parameters measurements would
yield very informative cloud maps.

Despite the shortcomings, the proposed architecture have
proved to be functional and the scientific outcomes of the
project are noticeable. Flying autonomously several UAVs
and tracking the same cloud for up to 20 minutes is an
important achievement in the field of atmospheric science.
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