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Abstract—This paper presents a method to embed end-to-end
federated service chains. First, the ILP model is provided, which
solves the resource allocation problem (network and compute),
where each demand is defined via bandwidth, delay, and service
function chain requirements. Second, an efficient heuristic is
proposed and compared experimentally with the ILP model
on various known multi-domain topologies. Finally, a network
emulation security scenario is implemented in Containernet as a
proof of concept.

Index Terms—SDN, NFV, multi-administrative multi-domain
networks, service function chain embedding, slicing, QoS

I. INTRODUCTION

With the advent of network function virtualization (NFV),
software networks are no longer limited to providing con-
nectivity (i.e., a path with QoS) but also offer computational
capabilities (i.e., network functions) along the path. A network
service can then be represented as an SFC (Service Function
Chain) composed of a set of VNFs (Virtual Network Func-
tions) and directional virtual links that connect them (a flow
of packets goes through the chain of VNFs composing the
SFC). In a multi-domain network, NFV may be deployed
and hosted by different domains. These latter may belong
to the same (or other) authority and correspond to different
network technologies or segments (access, backhaul, core). In
this work, we deal with SFC embedding in a multi-domain
(multi-administrative) environment and compose E2E multi-
domain SFC services based on available national network and
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compute resources (slices, VNFs). In particular, we consider
the case of federated military coalition networks.

When embedding a multi-domain SFC into a multi-
administrative federation of domains, the initiating domain
relies on the abstracted topologies exposed by other domains
(i.e., a compact view of each domain’s network topology) to
combine the multiple parts and create an E2E SFC. Classically,
to limit the disclosure of topology information, the abstract
topology shared with other domains typically consists of bor-
der nodes and abstract links connecting them. Some domains
may also expose compute nodes with a set of VNFs they can
host. Finally, as the adoption of network slicing increases,
domain-level slices providing predefined service types (e.g.,
low-latency slice) may also be exposed and seen by other
domains as abstract domain-level slice links with some QoS
guarantees.

The embedding algorithm executed on these abstracted
topologies is referred to as federated-level embedding. It
assigns network and computing resources exposed by domains
to the requested multi-domain SFC. All of these resources
should be checked and confirmed, as some aspects of the
abstractions may be out of date, even though they were valid at
the time of announcement. Domain-level sub-SFC embeddings
are then triggered on the selected domains.

Without loss of generality, in this paper we focus on
federated-level embedding and implicitly assume that all ad-
vertised abstractions remain valid at the time of provisioning
of the requested multi-domain SFC.



A. Related work

Existing works on single-domain address e.g., SFC in
centralized [2] [14] and decentralized setting [14], latency
[12]. Addis et al. [2] solve the VNF chain routing problem;
however, the chain is unordered. In this work, we propose
an ordered SFC. Wion et al. [14] compare centralized and
decentralized settings. Peng and Di [10] optimize jointly the
VNF deployment, power, and spectrum resource allocation.

In multi-domain, the literature presents various studies to
address slice embedding, particularly within the 5G/6G [1].
The centralized orchestration requires a global view of the
infrastructure, which raises scalability concerns. The desire to
reduce communication costs has led to developing distributed
slice embedding solutions. Our work addresses the multi-
domain slice embedding by proposing an Integer Linear Pro-
gramming (ILP) model that solves VNF and Link embedding
simultaneously (in existing works, they are usually solved
separately). Other related works on multi-domain SFC address,
e.g., reduction of deployment time [3], dynamic orchestration
[15], and SFC placement with limited visibility [13].

B. Motivation

We assume our approach will be beneficial in coalition
networks. In the case of federated military networks, allied
nations connect and share part of their network infrastructure
to build a Federation Mission Network (FMN) [5]. In addition
to such a coalition-based multi-domain network, it is crucial
to establish special multi-domain SFC-based E2E virtual net-
works to achieve mission goals. All nations advertise their
resources for E2E purposes. Nations can complement each
other’s capabilities to build comprehensive network services.
The responsible party acquires the advertised resources and
coordinates the configuration/modification (up-scaling/down-
scaling) and decommissioning of the service. This coordi-
nating entity asks participating nations to provide resources
(e.g., a link with QoS or VNF). Still, the management of the
physical resources of the segment at the national level is the
responsibility of each nation (responsible for the segment).

Our work provides important insights for adopting slicing in
a federated network for the following reasons. First, a single
nation may not have all the necessary network capabilities to
define an E2E SFC (e.g., degradation due to a DDoS attack
[6] or a control plane attack [11]). Second, it may support
several interesting security scenarios e.g.: (1) Following [4],
traffic scrubbing by remote VNFs. As soon as we open military
networks toward the Internet of Things the risk of volumetric
attacks will increase [6]. (2) Following [7], MEC (Multi-
Access Edge Computing) (5G) resilience to attacks from end-
user networks can be increased by using shared IDS (Intrusion
Detection System) resources.

C. Our contribution

First, we deal with SFC embedding in a multi-domain
context. The structure of a federated topology is described
in more detail in our previous work [9]. Users are allowed to
compose E2E SFC services spanning different domains.

TABLE I
NOTATION

Parameters
N Set of nodes
A Set of links (arcs)

As ⊆ A Subset of links (arcs) which are slice-able
γmax
i,j Maximum capacity of the arc (i, j)

γi,j Available capacity of the arc (i, j) ∈ A. ‘Available’ since
we consider iterative allocations (for heuristic purpose)

li,j Latency of the link (i, j) ∈ A, which is un upper bound that
includes the transmission delay and the propagation delay

F Set of service types (VNF types)
D Set of demands

ok , tk ok, tk ∈ N origin and target of k-th demand k ∈ D
bk, Lk Bandwidth and max latency of k-th demand k ∈ D

fk,p fk,p ∈ F is p-th service step of k-th demand k ∈ D
Tk For k-th demand it is the length of its service chain

(fk,1, .., fk,Tk )
µf Compression/decompression factor for service f ∈ F , where

µf = 1 no compression/decompression; µf ≤ 1 compres-
sion VNF; µf ≥ 1 decompression VNF

Nf Nf ⊂ N set of nodes which provide a service (VNF) of type
f ∈ F

NF NF =
⋃

f∈F
Nf set of nodes which provide a service (VNF)

of any type
bpk Bandwidth used by demand k ∈ D after the first p services

fk,1, .., fk,p are performed
Decision Variables

ϕk,p
i,j Continuous variable, represents the flow on the arc (i, j) ∈ A

of demand k ∈ D for the p-th service step. The p-th service
step is the state of demand processing after p-th service
(fk,p) is performed and before p+ 1-th service (fk,p+1) is
performed. For the initial service step p = 0, the flow ϕk,0

i,j

denotes state before the first service (fk,1) is performed
xk,p
i,j Binary (xk,p

i,j ∈ {0, 1}), xk,p
i,j = 1 iff ϕk,p

i,j > 0 (the arc
(i, j) ∈ A is used by the flow ϕk,p

i,j )
ei,j Binary (ei,j ∈ {0, 1}), ei,j = 1 iff the arc (i, j) ∈ A is

used by at least one flow ϕk,p
i,j for k ∈ D, p ∈ {0, . . . , Tk}

(ei,j = max{xk,p
i,j : k ∈ D, p ∈ {0, . . . , Tk}})

zk,pi Binary (zk,pi ∈ {0, 1}), zk,pi = 1 iff for demand k ∈ D the
p-th service (fk,p ∈ F ) is executed at node i ∈ Nfk,p

U Continuous variable, represents maximum link utilization rate

Second, we provide an exact ILP model (sec. II-A), which
is different from previous works [2] [14]. We use a different
goal function (a combination of slice deployment cost and link
utility minimization). We use a (de)compression VNF and SFC
ordering. Each topology link can be sliceable (national slice).
In addition, since the problem is NP-hard [1], we provide an
efficient heuristic (sec. II-B).

Third, we performed extensive experiments on known
topologies: in sec. III-A, we demonstrate relatively high
model computation time (and low of the heuristic); in
sec. III-B, we show the efficiency gap between the model and
the heuristic, in favor of the former. Finally, our SFC con-
tribution begins with a proposal of the embedding algorithm
(sec. II-A, II-B) up to prototyping on Containernet emulation
environment (with Docker-based VNFs) with effective provi-
sioning of SFC demands (sec. III-C).



II. MATHEMATICAL FORMULATION

The notation is described in Table I. The notation describes
parameters and variables that define the network and demand
model. This is a general notation, common for both the ILP
model (sec. II-A) and greedy heuristic (sec. II-B).

The central part of the demand model is the definition of
the service chains (see Table I). The tuple (fk,1, .., fk,Tk) (list
of ordered services) is defined for each k-th demand k ∈ D.
Each E2E demand is represented by a single SFC. The user
may define more than one demand, e.g., a separate one for
data and control plane purposes.

Additionally to Table I, since for each f ∈ F we might have
an individual compression factor µf we define bpk as follows:
for p = 0, bpk = bk; for p ∈ {1, . . . , Tk}, bpk = bk ·

∏p
q=1 µfk,q .

The bpk denotes bandwidth used by demand k ∈ D after the
first p services fk,1, .., fk,p are performed.

A. The ILP Model

The model takes two types of federated-level parameters as
input. First, the network model: topology, bandwidth, latency,
VNF types, and locations (node). Second, the demand model:
bitrate, delay, and SFC requirement (Table I). A detailed
description of federated-level abstraction can be found in our
previous work [9]. The optimization problem is to find:

• the optimal domain cost of the slice deployment (by
minimizing the number of deployed national slices)

• the optimal link utilization (by minimizing maximum link
utilization - to increase future demand admissibility)

subject to the following constraints:
1) Flow conservation laws are defined via the relationship

between ϕ and z variables. We distinguish the following
main cases: p = 0, p = Tk, and otherwise.
For p = 0 (unprocessed flow of demand k ∈ D), we
have two sub-cases. First, if i = ok (1a), then the flow
balance (outgoing flow value - incoming flow value)
equals b0k, which is bk. Second, if i = N − {ok} (1b),
we have two states: either zk,1i = 0 (fk,1 service is not
placed at i) then the flow balance is 0 or zk,1i = 1 then
flow ϕk,0 terminates in the node i and thus the flow
balance is −b0k.
For p = Tk (flow of demand k ∈ D processed by service
fk,Tk ) we have two sub-cases. First, if i = tk (1e), then
the flow balance equals −bTk

k . Second, if i = N − {tk}
(1d), we have two states: either zk,Tk

i = 0 (fk,Tk service
is not placed at i) then the flow balance is 0 or zk,Tk

i = 1
then the flow ϕk,Tk starts at the node i and thus the flow
balance is bTk

k .
Otherwise, for p > 0 and p < Tk (1c) we have three
states. If zk,pi = 0 and zk,p+1

i = 0, then the flow balance
is 0. If zk,pi = 1 and zk,p+1

i = 0, then the flow ϕk,p

starts at the node i and thus the flow balance is bpk. If
zk,pi = 0 and zk,p+1

i = 1, then the flow ϕk,p terminates
at the node i and thus the flow balance is −bpk.

∀k ∈ D ∀i ∈ N ∀p ∈ {0, .., Tk}

∑
(i,j)∈A

ϕk,p
i,j −

∑
(j,i)∈A

ϕk,p
j,i

=



b0k p = 0, i = ok (1a)

−b0k · zk,1i p = 0, i ∈ N − {ok} (1b)

bpk · zk,pi − bpk · zk,p+1
i p ∈ {1, .., Tk − 1}, i ∈ N (1c)

bTk

k · zk,Tk

i p = Tk, i ∈ N − {tk} (1d)

−bTk

k p = Tk, i = tk (1e)

2) For non-VNF nodes i ∈ N \NF variable z equals zero

∀k ∈ D ∀p ∈ {1, .., Tk} zk,pi = 0 (2)

3) For demand k ∈ D, the p-th service (fk,p) is performed
by at most one service available at some node i ∈ Nfk,p

∀k ∈ D ∀p ∈ {1, .., Tk}
∑

i∈N
fk,p

zk,pi = 1 (3)

4) There is flow only on used edges - the connection
between ϕ and x

∀k ∈ D ∀(i, j) ∈ A ∀p ∈ {0, .., Tk} ϕk,p
i,j = bpk · xk,p

i,j

(4)

5) Maximum latency has two components: delay on trans-
port link A, and delay caused by VNF processing (the
latter can be easily included)

∀k ∈ D
∑

(i,j)∈A

∑
p∈{0,..,Tk}

li,j · xk,p
i,j ≤ Lk (5)

6) If the slice arc (i, j) ∈ As is used by at least one demand
k ∈ D, then the slice is enabled

∀k ∈ D ∀p ∈ {0, .., Tk} ∀(i, j) ∈ As xk,p
i,j ≤ ei,j (6)

7) If the slice arc (i, j) ∈ As is not used by any demand
k ∈ D, then the slice is disabled

∀(i, j) ∈ As

∑
k∈D

∑
p∈{0,..,Tk}

xk,p
i,j ≥ ei,j (7)

8) The sum of flows does not exceed the edge capacity. For
online version of the algorithm (also for sec. II-B)

∀(i, j) ∈ A,

1− 1

γmax
i,j

·

γi,j −
∑
k∈D

∑
p∈{0,..,Tk}

ϕk,p
i,j

 ≤ U

We consider two objective functions:
• Traffic Engineering (TE) goal: minimize the maximum

network link utilization (e.g., to increase future demand
admissibility):

minU (8)



• Slice Deployment (SD) goal: minimize the number of
used slices (e.g., to reduce slice setup time):

min
∑

(i,j)∈As

ei,j ·
1

|AS |
(9)

We define S as equal to
∑

(i,j)∈As
ei,j · 1

|AS | .
Thus, depending on the federated operator need, the
objective is to balance between TE and SD goals by
adjusting α, where α ∈ [0, 1] is a parameter describing
the importance of TE goal over SD goal

minα U + (1− α) S (10)

We define G as equal to α U + (1− α) S.

B. The Greedy Heuristic

The heuristic is given as Algorithm 1. Firstly, the demand
set is sorted by latency (could also be sorted by bandwidth
if needed) (line: 3). Secondly, in each iteration (line: 5-10)
the subset of d demands Dd ∈ D is selected (line: 5), pro-
cessed by model (line: 6), embedded (line: 7-8), and demands
marked as processed (line: 9).

Algorithm 1 SFC Greedy Heuristic
1: INPUT: G(N,A); As; for each link (i, j) ∈ A capacity

γmax
i,j , γi,j , latency li,j ; VNF advertisements F , Nf ;

demands k ∈ D; d - number of demands processed in
a single algo iteration

2: OUTPUT: result ϕ (list of embedded slices (path defi-
nitions)), in other words |D| E2E slices (paths) one for
each requested demand k ∈ D, defined via ϕk,p

i,j for each
k ∈ D, (i, j) ∈ A and p ∈ {0, .., Tk}

3: Sort demands D by latency (from low latency to high
latency (latency insensitive))

4: while D ̸= ∅ do
5: Select d demands Dd ∈ D
6: Run SFC ILP Model (sec II-A) with the input

(N,A,As, γ
max
i,j , γi,j , li,j , F,Nf , Dd) to get ϕk,p

i,j for each
k ∈ D, (i, j) ∈ A and p ∈ {0, .., Tk}

7: Add ϕk,p
i,j assignments to the result ϕ (list of embedded

paths)
8: Update available capacity ∀(i, j) ∈ A, γi,j = γi,j −∑

k∈D

∑
p∈{0,..,Tk} ϕ

k,p
i,j

9: D = D \Dd

10: return ϕ
11: end while

III. PERFORMANCE EVALUATION

The model (sec. II-A) was implemented in Optimization
Programming Language (IBM CPLEX v22.1), and the heuris-
tics (sec. II-B) was implemented in Python v3.10.

A. Evaluation1 - simulation on Cost266 network

For this experiment, we defined a ”multi-domain topology”
based on the Cost266 topology [8], by assigning nodes (cities)
to domains (countries) (Fig. 1).

improved

Fig. 1. Evaluation1 Multi-domain topology based on Cost266 [8]

1) Result of ILP model: We conducted the tests of the
model with the following configurations (4x2): 4 topology
configurations, random capacity from range 5-10 Gbit/s (links
in red dotted area (Fig. 1)), 2-5 Gbit/s (orange dotted area),
and 1-2 Gbit/s (peripheral); 2 random data center (DC) config-
urations, each with 7 randomly selected DCs - two in France,
three in Germany, one in Poland and one in Netherlands. We
assigned two VNFs out of four (VNF catalog = {FW (Fire-
wall), IDS, DPI (Deep Packet Inspection), Traffic Storage})
to each selected DC. We vary the number of demands {4,
6, 8}. Each demand (req. random bitrate 100-400 Mbit/s , 2
VNFs) starts and ends in a different domain. In total, 25%
of all demands are low latency (100 µs), and others are
latency insensitive. Each measurement with different value of
α (eq. 10).

As one can observe, when the number of demands goes up,
the combined utility (G) (eq. 10) goes up, for any value of α
(Fig. 2a), showing the expected behavior of the model.

Additionally, the average U and S (eq. 8 and 9) values
behave as expected (Table II). For any number of demands:
first, when α increases, the U decreases (we increase the
importance of the link minimization factor); second, when α
decreases, the S decreases (we increase the importance of the
slice deployment cost minimization factor).

Since the model is NP-Hard, we show its significant com-
putation times (Fig. 2b, up to 1730 s for only 8 demands).
This is the reason why we designed the heuristic.

TABLE II
EVALUATION1 THE RESULTS OF THE MODEL, DEM. {4, 6, 8} - U AND S

|D| \ α 0 0,2 0,4 0,6 0,8 1 U or S

4 1,00 0,30 0,29 0,28 0,28 0,28 U

6 1,00 0,39 0,31 0,29 0,29 0,29 U

8 1,00 0,41 0,31 0,30 0,29 0,29 U

4 0,13 0,15 0,16 0,17 0,17 1,00 S

6 0,17 0,18 0,20 0,22 0,22 1,00 S

8 0,21 0,22 0,25 0,26 0,27 1,00 S

2) Result of heuristic: We conducted tests of the heuristic
with the following configurations (4x2): 4 topology configu-



rations, 2 DC configurations. Assumptions as in sec. III-A1.
The 60 demands were split into 10, 25, 45, and 60 demand
series. The heuristic was run with step d = 3.

As one can observe (Fig. 3a), the average G values behave
as expected; for any α, they increase as we increase the
number of demands. Execution time is much lower compared
to the model. A single average max computation is 35 s (60
dem. Fig. 3b).

B. Evaluation2 - simulation on NSFNET

We prove that the model (sec. II-A) is more efficient than
the heuristic (sec. II-B). First, we transformed the NSFNET
topology [16] to “multi-domain” by assigning nodes to do-
mains (Fig. 4). Both the model and the heuristic were run with
configurations (5x2): 5 topology config. (link capacity random
from range 5-10 Gbit/s); 2 DC config. (in each random 2 DCs
in the East, Centre 1, South 1, and West 3; two VNFs out
of four in each DC). We assumed 8 random demands (req.
random bitrate 100-400 Mbit/s; 2 VNFs). The heuristic was
run with step d = 2. As observed in this scenario, the model
(M) is more efficient (for any α) than the heuristic (H) by up
to 27% (Fig. 5a). On the other hand, the heuristic is much
faster (Fig. 5b). A single average max computation is approx.
1 s.
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C. Multi-domain SFC emulation - proof of concept

The SFC proof of concept is based on Containernet, Docker
(VNFs), OVS (Open vSwitch), and LinuxRouter. We set up the
network of three domains, with several OVS switches (intra-
domain control) and LinuxRouter (inter-domain control). We
compute E2E slices and embed them as OVS switch rules
(routing rules for inter-domain). To emulate the security sce-
nario (IDS resource share), we use Snort IDS (VNF) (Fig. 6).
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IV. CONCLUSIONS

Providing an efficient method for slice embedding is a key
enabler for coalition networks. We have proposed abstracted
topologies combined with the model and the heuristic. Ex-
tensive simulations on realistic topologies show the correct
trend of the goal values (TE & SD) as the α parameter (trade-
off) and the number of demands change. Second, the model
is more efficient (observed gap 27%), while the heuristic is
much faster (time below 35 s) on a large network.
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