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Abstract

Network Function Virtualization (NFV) decouples the network functions from the underlying infrastructure and enables running 
Virtualized Network Functions (VNF) on top of any generic, Commercial On-The-Shelf (COTS) hardware. VNFs rely on the VNF-
Forwarding Graph (VNF-FG) concept to describe and implement network topologies (e.g. connectivity schemes, forwarding rules 
and dependencies). VNF-FGs are provisioned and managed by appropriate orchestrators such as NFV-MANO. In multi-domain 
approach, and for complex and sophisticated network topologies, VNF-FGs are managed by multi-domain orchestrators. This 
improves on the drawbacks of traditional centralized orchestration such as limited availability, communication bottlenecks and 
lack of flexibility for services. However, distributed orchestration might lead to inconsistencies, and thus partial or total failure of 
services. Enabling such system is quite challenging due to inherent restrictions of multi-domain environments such as asynchronous 
communication and limited knowledge. This paper proposes the use of causal dependencies among VNFs to provision consistent 
VNF-FG reconfiguration in distributed multi-domain environments under asynchronous communication channels. The proposed 
model is implemented and compared with the traditional consistency used in centralized and distributed orchestration. Results 
indicate that, with this proposal, the inconsistencies due to asynchronous communication channels are prevented.

I. INTRODUCTION

Network Function Virtualization (NFV) is an European Telecommunications Standards Institute (ETSI) initiative1 that
decouples the Network Services (NS) from the underlying hardware. Physical network appliances are replaced with software-
based Virtual Network Functions (VNFs) [1]. The ultimate goal is bring agility, dynamicity and cost-effectiveness when
operating networks and network functions. To support a variety of users and requests for the NS, multiple reconfigurable
VNF-Forwarding Graphs (VNF-FG) are created [2]. The VNF-FG specifies a topology of connectivity of multiple VNFs that
compose the services and optionally forwarding rules applicable to the traffic conveyed over the topology [3]. It takes often
tree topologies built on basic components such as line, bifurcation with single and different endpoints [4], [5]. This topology is
a graph that defines the execution order among VNFs that compose a service based on their dependencies [6]. Implementation
wise, VNFs connect with others using virtual links (VL) through interfaces called connection points (CP) [7]. It is important
to note that a single network service can have multiple VNF-FGs and each specifies the execution and dependency order [3].

According to ETSI, the orchestrator is responsible for the end-to-end provisioning of network services, the composition of
their VNF-FGs and theirs life-cycle management. Traditionally, the NS are created by a single orchestrator that has global
knowledge of the domain it manages such as: technology, location of VNFs, domain policies [8]. This centralized solution
selects VNFs based on functional requirements and places them in optimal locations to met non-functional requirements of the
service. However, this single domain orchestration design poses some problems: (i) resource consumption is expected to reach
4.8 Zetabytes by 2022 [9], (ii) the advent of next generation network technologies such as 5G introduces tighter constraints
for services such as a latency of 5ms, throughput of 10GB/s and service deployment of 90 minutes [10], (iii) the availability
of services is compromised. To handle these problems, multi-domain orchestration has been proposed where many domains,
that offer specific functionalities, can compose more sophisticated services [11].

Through coordination of multiple orchestrators, services are executed by using shared VNFs. The execution order is based
on priorities and dependencies with respect to the VNF-FGs [12]. These VNF-FGs can be reconfigured to optimize profit by
selecting a suitable strategy for resource reservation in different domains. This reconfiguration is a task of the VNF Forwarding
Graph provisioning problem.

Despite the work done on the literature, reconfiguration has not been addressed thoroughly. Aside the offline provisioning
where no changes in the VNF-FG are taken into account [2], [13], [14], few work have addressed the reconfiguration of the
VNF-FG. In [15] the online placement of VNF-FG for content delivery networks is presented. The authors propose an Integer

1https://www.etsi.org/technologies/nfv



Linear Programming model where VNFs are reused to place the VNF-FG. Similarly, in [16] the authors propose a model
that takes into account VNF migration where VNF-FG can be reconfigured to obtain optimal performance. They consider the
case of cooperative multi-domain orchestration. These works consider the placement of the VNF-FGs that can change, their
objective is to minimize cost and maximize performance. Nevertheless, they do not consider the inconsistencies that can be
created during reconfiguration through the coordination of multiple orchestrators. Some inconsistencies can be created due to
asynchronous channels in the network: messages sent by the orchestrators can arrive in a different order that they were sent.
This leads to inconsistencies in the dependency relations of the VNF-FG. Traditionally, only eventual consistency model is
considered for the reconfiguration, however there are cases were stronger guarantees are necessary.

In this work, we study the consistency update problem for VNF-FG in federated multi-domain environments. Our research
questions are the following (i): What kind of inconsistencies can occur during the VNF-FG composition for shared network
services in a distributed multi-domain federation? (ii) How can consistent VNF-FGs be achieved in multiple domains while
facing asynchronous communication and partial information among the multiple orchestrators that compose a distributed multi-
domain federation environment? Our main contribution is the identification of inconsistencies created during the reconfiguration
of VNF-FGs through the coordination of orchestrators in a distributed environment. We propose the use of causal orderings to
prevent inconsistencies. After an evaluation we discuss the trade-offs between consistency guarantees, performance, extendibility
and limitations of the proposed consistency model in the domain of NFV.

The rest of the paper is structured as follows. Section II describes a use case to illustrate the inconsistencies due to
asynchronous channels and limited information of the orchestrators. Section III introduces the definitions and system model.
Section V discusses the proposed solution. Section VI presents the implementation details, as well as, the performed experiments
and the obtained results. Section VII reviews the related work. Section VIII concludes the paper.

II. MOTIVATING USE CASE: INCONSISTENCY IN MULTI-DOMAIN ENVIRONMENTS

In this section we describe the problem of inconsistent updates of VNF-FGs under a distributed multi-domain. We consider
a set of users that consume services which has data that originates from many sources and flows trough multiple VNFs as
defined in the VNF-FGs [17]. We consider the case of a close federation where a fixed number of trustful orchestrators share
their VNFs to support services. We let the case of dynamic and distrustful orchestrators for future work. Next, we describe
the problem of consistent VNF-FG provisioning with a use case.

Consider the case of a smart city where a monitoring system is deployed to prevent disasters such as [18], [19]. In case of
an emergency, a small council of people must make decisions to coordinate the city’s resources such as police, firemen and
health services to mitigate the damage and reduce impact to a community [20]. The interest is to locate possible hazards such
as fires, wounded persons or terrorists. To make informed decisions, multiple sources of information are considered despite
the complete or partial shutdown of the monitoring infrastructure. To this end, data sent by multiple devices is aggregated and
key information is extracted. This data is obtained by crowd-sensing citizens when they start live video/audio streams using
multiple devices such as their smartphones, microphones or digital cameras [21], [22]. Locating hazards is the first objective of
the mission. The second one is to gather contextual information based on multiple sources in the area. One critical requirement
of the mission is synchronization between the key videos and text; thus services provided in the mission have latency and
delay constraints. To achieve the goals Network Function Virtualization paradigm is considered.

Due to the partition of the network during disasters, the supporting services that extract key information from live-data
are distributed among multiple domains domains that create a federation. The federation covers an entire area of interest as
shown in Figure 1. In it, each domain provides different network functions based on their capacities. Network services can be
instantiated using VNFs from multiple domains. If a VNF is used by multiple services, it is said that the VNF is shared such
as the Decoder shown in Figure 1.

The main goal of the orchestrators in the federation is to coordinate themselves to achieve the required network services
while satisfying multiple functional and non-functional requirements of their users [23], [24]. To support these requirements,
a forwarding path from the source until the target is done as shown in the top part of Figure 1. However, due to the limited
knowledge of each domain; is necessary to obtain information of VNFs that enable services such as topology, address space
and connection points [25]. This can be achieved by message passing among the orchestrators that manage resources and
services that execute on top of them.

The exchange of information done by messages must include the negotiation of resource allocation, flow steering, policies
and updates for the VNF and VNF-FG [23]. After the negotiation phase, VNFs are instantiated and the VNF-FG is created
as an ordered set of VNFs that the network service executes to fulfil the services’ attributes [26] as shown in Figure 1. The
orchestrators are responsible for creating and sharing the VNF-FG information among them by message passing.

However, due to asynchronous channels in the network, messages sent can be received in a different order that they were
sent. Consider the exchange of messages between orchestrators in Figure 1 to signal an update of VNFs in the VNF-FG of the
service that delivers information to foreign tourists shown in the green VNF-FG of (A) Figure 2. Due to internal operations,
two orchestrators in the federation need to change connections points of the Encoder and Decoder VNFs. After the update,



Fig. 1. Federation covers the city with multiple domains with different orchestrators. A VNF-FG is setup using different VNFs from multiple domains and
brings functionality to multiple users such as local and foreign tourists to identify and prevent disasters.

Fig. 2. Inconsistency VNF-FG update due to asynchrony. Two orchestrators update connection points of the VNFs (Encoder, Decoder) and send messages to
the respective affected orchestrators. Due to asynchrony the first update of connection point, denoted with 0, arrives to the orchestrator after the last update with
numbering 3. At the end, this orchestrator will update the connection based on old values, creating an inconsistency in the network service. The inconsistency
yields a service partial failure.

they must inform the affected orchestrators as shown in the VNF-FG; in the case of Encoder both the 1st and 3rd orchestrator
are concerned while for the VNF Encoder only the 2nd orchestrator.

Due to asynchrony in the network messages arrive to orchestrators in a different order they were sent: First the update
of Decoder connection points is done at 2nd orchestrator and the message is sent to the other two orchestrators. Sometime
after, the 1st orchestrator updates the connections points for the Encoder VNF and sends it to the 2nd one. Then, the 2nd
orchestrator receives the message of update from the 1st orchestrator which triggers an internal event and setups another
configuration of connection points for the Decoder that is also sent to two orchestrators. That messages arrives to the 3rd
orchestrator who updates the connection point. Finally, the first message arrives out of order, and the 3rd orchestrator updates
again the connection point. This leaves an inconsistent state, the VNF-FG does not work anymore and it does not satisfy the
ordering as shown in Figure 2 (B). The service works partially, only delivering information to the local citizen.

The spurious update can result in the violation of dependency order for the VNFs, which leads to an inconsistent VNF-FG.
This leaves the network service in two possible states:

1) Partial Failure: This is the case when some VNF-FGs in the service still satisfy the order dependency of VNFs. This is
the case for the use case, where the service delivered to local citizens is still running but the one delivered to foreign
tourists is interrupted as shown in Figure 1.

2) Complete Failure: The inconsistency affects all VNF-FGs in the network service which brings it to an entire halt.

III. DEFINITIONS AND SYSTEM MODEL

In this section we introduce the required definitions and the System Model used in work. We summarize the notation in
Table I.



A. System Model

The federation is composed of multiple domains denoted with the set D = {d1, d2, · · · , dn}. For each domain dn there is an
orchestrator on that belongs to the set O = {o1, o2, · · · , on}. We consider that orchestrators can manage services that belong
to the set S = {s1, s2, · · · , sm}. A service sm is composed of a subset of VNFs that belong to the set V = {v1, v2, · · · , vp}
and virtual links belonging to the set L = {l1, l2, · · · , lq}. Each link lq is composed by a pair of VNFs vp, v

′

p ∈ V such
that (vp, v

′

p) ∈ L. To represent the dependencies and order of execution of VNFs Vm ⊆ V and virtual links Lm ⊆ L of
service sm, a subset of VNF-Forwarding Graphs that belong to set Gm ⊆ G = {g1, g2, · · · , gr} is considered. A VNF-FG is
composed by an ordered sequence of VNFs α0, α1, · · · , αk, αk+1, · · · , αu such that any αk belongs to the set V . Moreover,
each service sm can have multiple VNF-FGs such that |Gm| ≥ 1. We only consider the case of stateful VNFs which store
information associated with sessions being served. To abstract the state resources for a VNF vp, the operation state(vp) is
defined. Connection points can be part of the state of a given VNF.

For a service sm with at least one VNF-FG Gm, a reconfiguration operation on Gm is as follows: Let vp be a VNF in Gm,
the reconfiguration operation ∆ : vp → v

′

p such that state(vp) 6= state(v
′

p). The change of state be done by scaling, migration,
update.

We define a binary relation isManaged between an orchestrator on and a service sm if there is at least one VNF vp that is
part of a domain dn:

isManaged(on, sm) =

{
1, If ∃vp ∈ sm, sm ∈ dn
0, Otherwise. (1)

The binary relation depends is defined between two VNFs vp, v
′

p that are part of a service sm if during execution of the
service, the first VNF vp must be executed before the second VNF v

′

p for any VNF-FG gr that belongs to the service:

depends(vp, v
′

p) =


1, If vp, v

′

p ∈ Vm|Vm ∈ Gm and
αk ≡ vp, αk′ ≡ v′

p|k′ > k
0, Otherwise.

(2)

Two binary relations for services multiDomain and singleDomain are as follows:

multiDomain(sm) =


1, If ∃o, o′ ∈ O|

isManaged(o, sm),
isManaged(o′, sm)

0, Otherwise.

(3)

singleDomain(sm) =


1, If !multiDomain(sm)

and ∃o ∈ O
|isManaged(o, sm)

0, Otherwise.

(4)

The subset of VNFs Vp that can be impacted when a VNF vp updates its properties denoted as affected(vp) is as follows:

affected(vp) = Vp|∀v ∈ Vpdepends(vp, v) (5)

TABLE I
SYSTEM MODEL NOTATION

Variable Notation
Domains D = {d1, d2, · · · , dn}
Orchestrators O = {o1, o2, · · · , on}
Services S = {s1, s2, · · · , sm}
VNFs V = {v1, v2, · · · , vp}
Virtual Links L = {l1, l2, · · · , lq}
VNF-FGs G = {g1, g2, · · · , gr}
VNF-FGs of service sm Gm = {Vm, Lm}
Ordered chain in VNF-FG α0, α1, · · · , αk, · · · , αu|∀αk ∈ V
Messages M = {m1,m2, · · · ,mv}
Events E = {e1, e2, · · · , ew}



B. Causal relations

We model the federation as a distributed system where different spatially separated entities communicate with each other
by exchanging messages. For the particular case in NFV, only the orchestrators communicate among them since they have
end-to-end knowledge of services. Each orchestrator o ∈ O has knowledge of the domain it manages d ∈ D. The elements in
the distributed system are as follows:
• Process. Programs or instances running simultaneously that communicate with other programs. For the NFV context, the

processes are orchestrators that belong to the set of orchestrators O. They communicate with others processes by message
passing over a network.

• Messages. Abstractions that represent packets in a communication network. They can contain complex data structures.
Each message in the system belongs to the set M = {m1,m2, · · · ,mv}

• Event. An action performed by a process. There are two types considered: internal events and external events. An internal
event is an action that happens at the process in a local manner such has the selection, instantiation or reconfiguration of
a VNF in the orchestrator’s domain. An external event is also an action that is perceived by other processes and affects
the global system state. Each event e belongs to the set E = {e1, e2, · · · , ew}. There are four types of events: internal,
send, receive, and delivery.

1) The internal event refers to an internal operation for VNFs such as update of connection points, scaling, migration.
2) The send event denotes the emission event executed by a process.
3) The receive event refers to the arrival’s notification of a message in a process.
4) The delivery event denotes the recipient’s execution to communicate the received information to another process.

A causal order establishes a precedence relation between two events in the following way: let e and e
′

be two events causally
related, it is said that e happened before e

′
if there is a transference of information from e to e

′
. Given such relation, e must

be processed before e
′
. The relation → is the smallest relation on a set of events E satisfying:

1) If e and e
′

are events belonging to the same process and e originated before e
′
. then e→ e

′
.

2) If e is the sending of a message by one process and e
′

is the receipt of the same message by another process, then
e→ e

′
.

3) If e→ e
′

and e
′ → e

′′
, then e→ e

′′

Two events, e and e
′
, are concurrent if there is not causal dependency between e and e

′
denoted as e 6→ e

′
and there is not

causal dependency between e
′

and e and denoted as e
′ 6→ e. We denote the concurrency of two VNFs e and e

′
as e||e′

IV. PROBLEM DEFINITION

After a reconfiguration operation ∆ for VNF αk has taken place and there is a previous VNF αk−1 or next VNF αk+1, a
message is sent to other orchestrators. Formally, we denote this as send(v, state(αk)) if affected(αk) 6= ∅ and ∆(αk).

An inconsistency due to asynchronous channels between a pair of messages m,m
′ ∈ M for two orchestrators o, o′ ∈ O

is created when event send(m) is generated before send(m′) by orchestrator o denoted as send(m) ≺ send(m
′
) but the

delivery to orchestrator o′ is out of order denoted as delivery(m′) ≺ delivery(m). Is important to note that reception can be
out of order receive(m′) ≺ receive(m) without creating an inconsistency.

The consistent VNF-FG graph reconfiguration problem consists in the following: For any VNF-FG Gm with a VNF αk, a
consistent reconfiguration through an exchange of states messages m = state(αk), m′ = state(αk) is achieved if for all pair
of events (send(m), send(m′)), if send(m) happened before send(m′) then the delivery of m is done before the delivery
of m′. Formally this is defined with the binary relation over the reconfiguration operation isConsistent(∆(v)) for any VNF
v ∈ V :

isConsistent(∆(v)) =



1, If m ≡ ∆(v) = state(v)
m′ ≡ ∆(v) = state(v)
∀(m,m′) ∈M
If send(m) ≺ send(m′)→
delivery(m) ≺ delivery(m′)

0, Otherwise.

(6)

To achieve consistent VNF Forwarding graph provisioning, Equation 6 must hold true for all events that involve the
reconfiguration of VNFs.

V. PROPOSED SOLUTION

In this section, first we define a series of relations that describe the properties between orchestrators, services, VNFs and
VNF-FGs and introduce the causal dependency relation for the context of NFV. Then, we describe our proposed algorithm via
pseudo code and illustrate the use of it via an execution of the use case presented in Section II.



Algorithm 1 Event management algorithm (Event e, Orchestrator o)
1: logicalClockVNF ← e.getLogicalClock()
2: informationVNF ← e.getInformationVNF()
3: currentVNF ← e.getVNF()
4: if e is internal then
5: o.updateVNF(informationVNF)
6: o.increaseLogicalClock(informationVNF)
7: if exists v ∈ V |depends(currentV NF, v) then
8: currentClock ← o.logicalClock(informationVNF)
9: event ← send(currentClock, informationV NF )

10: o.sendToAll(event)
11: end if
12: end if
13: if e is received then
14: o.increaseLogicalClock(informationVNF)
15: currentClock ← o.logicalClock(informationVNF)
16: if currentClock > logicalClockVNF then
17: o.updateVNF(informationVNF)
18: o.setLogicalVector(logicalClockVNF)
19: end if
20: end if

The VNF-FG is enriched with the causal order relation in the following way: If two VNFs vp ∈ dn, v
′

p ∈ dn′ that belong to
a VNF-FG gr have a depends() relation and dn 6= dn′ , then there is a causal order among the the subet set of events E′ ⊆ E
that pertain the two VNFs. Formally:

e→ e
′

=


1, If ∃vp, v

′

p ∈ Vm|depends(vp, v
′

p),
dn 6= dn′ and
vp, v

′

p ∈ e|send(e), receive(e), delivery(e)
0, Otherwise.

(7)

The pseudo code of our algorithm is shown in Algorithm 1. Next, we describe the algorithm using the notation previously
presented. We suppose orchestrators in the federation f has a subset of services Sf ⊆ S. The services of Sf are supported
by a subset of VNF-FGs Gf ⊆ G. Each VNF v in a VNF-FG g ∈ Gf isManaged by an orchestrator o ∈ Of as defined in
Equation 1. Services can be of multiDomain or singleDomain. Each orchestrator maintains a logical clock of each VNF that
isManaged. These VNFs can be updated by the orchestrator at any time with an internal event. After an internal event of a
VNF vp, if there is VNF v′p and depends(vp, v′p) is true, then a send event is sent to all orchestrators that have a VNF v′p that
is in the subset affected(vp) orchestrators. If a receive event is obtained by orchestrator o, it will update its logical clock for
the VNF concerned. After the increment, it will compare the internal logical clock and the received one. If the received one
is greater or equal, it will update its internal clock to the received value and update the VNFs information.

We illustrate our algorithm applied to the situation presented in Figure 2 from Section II. For the sake of simplicity, each
orchestrator has a logical clock for all the VNFs in the system. Figures 3 and, 4 shows an example of execution divided in
9 setps. In step I, the Decoder VNF is updated and a send event is generated and the message is sent to both the 1st and
3rd orchestrator. In step II, the Encoder VNF is updated and a send event is generated to the 2nd orchestrator. In step III, a
delivery event is obtained by the 2nd orchestrator, which updates the logical clock to 1 of its Encoder to reflect changes in
the connection points. In step IV, a delivery event is obtained by the 1st orchestrator, which updates the logical clock of its
Decoder. In step V, an internal event is generated by the 2nd orchestrator that is not sent to any orchestrator. In step VI, a
send event is generated by the 2nd orchestrator and it is sent to the 1st and 3rd orchestrator. In step VII, the event generated
at step VI is obtain and a delivery event is generated by the 3rd orchestrator and it updates the logical clock of its Decoder
setting it to 3. In step VIII the message generated at step VI generates a delivery by the 1st orchestrator and it updates the
logical clock of its Decoder to 3. Finally, in step IX the message generated at step I is received by the 3rd orchestrator which
compares the value to its previous logical clock for Decoder. The received clock value is 1 and the current clock value is 3,
since the received value is less than the current clock, it does not update it’s logical clock and neither the associated VNF
information. At the end, all orchestrators have the same view for dependent VNFs satisfying the causal dependency relation.
It is important to note that some changes are not visible to all orchestrators as shown in the changes of Encoder which is only
shared by the 1st and 2nd orchestrator. This is the case for concurrent events in the federation.



Fig. 3. Sequential execution of updates for the VNF-FG for each VNF. Each time an update triggers, the orchestrator will send messages to all affected
orchestrators. Due to asynchrony, messages can arrive in a different order they were sent as shown by the delivery of the 1st updates in steps VI and IX.

VI. IMPLEMENTATION AND EVALUATION

To test our proposed algorithm, we use the multi-pop OSM test bed [27]. We set multiple domains each with an orchestrator
that has information about only that particular domain. Each domain has it’s policies, resources and VNFs. Services are
requested by a client and the petition is sent to an orchestrator. The orchestrator sends request to all others in the federation
to set up the VNF-FG for the shared network service based on the functionality and dependencies of the VNFs. We consider
services of multiple size and across multiple domains. However, we do not consider services that could lead to cycles such as
two VNFs being dependant on each other directly or transitively. The description of experimental values is shown in Table II.
We evaluate both the traditional approach in federation and our proposed algorithm by measuring the following metrics:
• Communication bottleneck: The time waiting for an answer from the orchestrator. We measure for both the centralized

and decentralized approach.
• Average number of inconsistencies by spurious updates: Reflects the errors when updating VNF-FGs that have VNFs with

order dependency among them and one old update overwrites the most recent value due to asynchrony.
• Message Overhead: Measures the cost involved by introducing the causal dependencies among VNFs. In the worst case

scenario where all VNFs have dependency order among them, the number of messages is equal to O(np) where n is the
number of orchestrators and p is the number of VNFs in the federation.

A. Communication bottleneck

We evaluated the time spent waiting for the orchestrator to return an answer after an update for both the centralized and
our decentralized approach. We considered 4 waiting periods of 1, 2, 4, 8 seconds. A waiting value was generated randomly
for each class. Results are shown in Figure 5.

Fig. 4. Example of execution of our proposed algorithm to solve the inconsistency present in Figure 2. The orchestrators have a vector clock of size equal
to each VNF that begins at zero. Each time there is an internal or send event, the clock of the VNF is increased by one. When there is a delivery the
maximum value of the clocks is taken. At the end of the update for the VNF-FG, all orchestrators have a consistent view based on the dependencies of the
VNFs.



TABLE II
TABLE OF PARAMETER FOR EXPERIMENTS

Variable Value
Number of orchestrators 4
Services per experiment 3
Number of VNFs 13
Number of VNFs per services 4, 5, 6
Random waiting period in seconds 0-20

TABLE III
NUMBER OF INCONSISTENCIES

Algorithm Avg. Inconsistency Std. Deviation
Traditional Size 3 37 6
Traditional Size 4 33 5
Traditional Size 5 28 3
Proposed 0 0
Proposed 0 0
Proposed 0 0

B. Average number of inconsistencies

We generated 10 random experiments with 100 updates done to the VNF-FGs for services of size 4,5,6. The previous sizes
reflect the trade-off between performance and length of VNF-FG as a long service required more communication overhead
and waiting time. Random waiting times were used to simulate asynchronous channels so messages sent by the orchestrators
could be delivered in different times. We consider the worst case scenario where all VNFs have dependencies and orchestrators
must coordinate with all others. We compared the traditional approach where dependency is given by a list and our proposed
algorithm that introduces a causal dependency. We rounded up the values obtained. Results are shown in Table III.

To give a more in depth look at the delay factor for the traditional solutions, we plot delays and count the number of
inconsistencies for the different size of services. Delays range from 0 to 20 seconds. Greater delays, while possible in real
scenarios, are improbable with current networks and applications. Results are shown in Figure 6.

C. Message Overhead

We generated 10 random experiments with 100 updates done to the VNF-FGs. Each orchestrator had a random probability
assigned to update a VNF-FG. We measured the messages sent by orchestrators to coordinate with other orchestrators. We
rounded up the values obtain. Results are shown in Table IV.

Fig. 5. Comparison between centralized and decentralized communication waiting time. The centralized approaches creates a bottleneck that can impact
services

TABLE IV
NUMBER OF COORDINATION MESSAGES SENT

Algorithm Avg. Messages Std. Deviation
Proposed 23 11



D. Discussion and limitations

Based on the results obtained, our proposed algorithm eliminates the inconsistencies during the VNF-FG update of services
in the federation created by asynchronous channels in the network. The traditional approach behaves worst as de the delay
increases which is expected since messages have a higher change of arriving out of order. On the other hand, smaller VNF-FG
have a higher inconsistency rate than bigger ones, this could be because in our experiment smaller VNF-FG tend to share
more VNFs that are dependent in the setup which increases the probability of having an inconsistency. It is important to note
however, that we only consider order dependent VNFs; this cannot be the case always as there are solutions which consider
unique VNFs. The overhead communication cost was about 23% of the updates messages generated by the orchestrators.
However, the number of messages is proportional to the changes done in the VNF-FG where there are dependent VNFs. This
shows that despite the overhead, a decentralized solution is better than a traditional one in terms of delays as shown in the
average waiting time. Based on this trade-off, we think that our proposed algorithm is a step towards provisioning consistent
VNF-FG updates in distributed multi-domain environments.

There are however some limitations of our work: we require to have the services and VNFs in advance to setup the logical
clocks for the federation, this could limit the applicability in open-federations where new participants are allowed to enter.
When new providers can enter and setup services, security is a concern, techniques such as block-chain can be explored to
include anonymity, security and consistency [28]–[30]. However, performance trade-offs must be taken into account due to the
restrictions imposed by services such as latency.

We only consider inconsistency with the VNF-FG updates created by asynchronous channels in the network. More work is
to be done on other kinds of inconsistencies that could arrive for multi-domain environments. For example, chain dependent
reconfiguration: a single reconfiguration in an orchestrator could trigger the complete change of the service function chain.
The number of inconsistencies could be greater since shared VNFs use multiple services, thus there is an interest to study this
more general problem.

The impact of VNF-FG updates for services in the federation was not measured in our study. Since causal ordering introduces
an overhead in services to prevent inconsistencies, a comparison in terms of performance such as delay or latency between
consistency models for the context of NFV can be addressed in future work. This would bring more refine criteria to select
stronger or weaker guarantees for deployment of virtual services in distributed scenarios.

Despite this limitations, the results obtained give insight for the two research questions we posed in the introduction: We
identify the inconsistency in the updates of the VNF-FG due to limited knowledge of the orchestrators and asynchronous
communication which was not considered previously in the literature in the context of NFV. We proposed the causal depen-
dencies for updates in the VNF-FG to handle the identified inconsistency. However, we believe that there are other types of
inconsistencies that need to be addressed for the provisioning of services with distributed multi-domain orchestration.

VII. RELATED WORK

The literature for VNF-Forwarding Graph (VNF-FG) is mainly concerned with the initial placement of the requested service
function chains [26], [31]. However, reconfiguration of the VNF-FG with operations such as: update, extension, migration among
others, it is not considered broadly. An initial approach to handle reconfiguration operations in the VNF-FG is to consider a
dynamic placement of VNFs while setting up the VNF-FG such that virtual functions are unknown beforehand. This approach
was explored with a traffic steering scheme that allows flexibility during the setup of the VNF-FG [32].The migration operation

Fig. 6. Number of inconsistencies by services per delay. As the delay is lower, the traditional approach has few inconsistencies. The size of the VNF-FG
does not appear to change significantly the number of inconsistencies



was partially covered with an approach that tried to optimally place the VNFs so that reconfiguration overhead is minimum.
Their idea was to reuse VNFs to handle the online problem [15]. The extension of already deployed network services and
function graphs to respond new demands while satisfying the services’ constraints was proposed in [33]. Extensions can be
triggered by new request or product of a life cycle management operation. The authors proposed an optimisation approach to
minimise overhead during the extension. Update of VNF-FG was also proposed in [34] to insert, remove, replace or migrate
new VNFs in existing forwarding paths. The authors proposed approximation algorithms to minimise the overhead required for
these updates. In all of these previous approaches, the authors work on a single domain approach which limits the applicability
to next generation services, thus, multi-domain approaches were proposed.

The multi-domain approach is fairly recent in literature and not many approaches are considered for the update of VNF-FG.
However, there are some works that are considering this approach. An adaptive allocation for the embedding of the VNF-FG
is proposed in [16]. The authors try to reallocate the VNF-FGs and minimise the time overhead using both centralized and
decentralized approaches. A distributed chaining approach was considered in [17] where orchestrators coordinate themselves;
however their approach is limited to the initial placement and execution of VNF-FGs. A deep reinforcement learning approach
to achieve VNF-FG embedding is proposed in [12]. Blockchain has also been explored for the placement of VNFs in multi-
domain orchestration [35]. A collaborative content delivery network through blockchain is studied in [36]. The authors present
a simulation highlighting the advantages of decentralized solutions. VNF placement in the edge was addressed in [37]. Through
a smart contract the orchestrators try to select the best PoPs for the services. Brokering was also studied in [38] where a proof
of concept gives insight in the use of ledger technologies to NFV and 5G. Despite presenting a compelling case for the use
of blockchain in multi-domain orchestration focused on security, these works only present the placement of VNFs and do not
address the reconfiguration of VNF-FGs and the consistency properties required. To the best of our knowledge, only one work
addresses consistency in the context of NFV [39]. The authors proposed a formal method for verification of NFV-enabled
network services. They identify consistency properties such as policy and loop-free VNF-FGs. However, they don’t consider
the inconsistencies that can ocurr during the reconfiguration of VNF-FGs such as in scaling, migration or update with shared
VNFs for multi-domain environments.

VIII. CONCLUSION

This paper highlights and addresses the existing limitations of Network Function Forwarding Graph (VNF-FG) management
with distributed orchestrators in VNF multi-domain setting. Specifically, within a close network federation, this proposal
focuses on preventing any consistency that might occur during VNF-FG update due to asynchronous channels and/or limited
knowledge in the federation. To that end, VNF-FG model were extend to support additional causal dependencies among
the VNFs according to the VNF-FG they belong to. The proposed algorithm was implemented using NFV open source tools.
Several simulations were defined and implemented to evaluate and compare this proposal to the traditional eventual consistency
guarantees. The number of inconsistencies, the message overhead count and average waiting time are among the considered
metrics. The obtained results show that the proposed algorithm eliminates the inconsistencies in dependent VNFs with low
message overhead as compared to the eventual consistency.
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