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Critical function placement based on service chains
in multi-administrative federated networks

Dariusz Nogalski∗, Dallal Belabed∗, Alexandre Triollet, Konstanty Junosza-Szaniawski, Slim Abdellatif,
Pascal Berthou, Stanislas Pedebearn, and Adam Dudko

Abstract—Although the Service Function Chains (SFCs) em-
bedding problem is broadly investigated in the literature, few
works address it in a sliced multi-administrative network feder-
ation. In this work, we provide several insights into the problem.
First, we describe a new federated-level topology abstraction.
Second, we introduce a novel optimization model and heuristic
(for large scale), which solve SFC embedding. Third, we conduct
experiments on various multi-domain topologies and compare the
algorithms regarding resource allocation efficiency and runtime.
We analyze the trade-off between slice deployment costs and
link utilization. Finally, we emulate two security scenarios on
Containernet, Docker, and Open vSwitch architecture.

Index Terms—SDN, NFV, multi-administrative multi-domain
networks, service function chain embedding, slicing, QoS

I. INTRODUCTION

In recent years, due to the development of network systems
based on Software Defined Networking (SDN) and Network
Function Virtualization (NFV), computer networks do not rely
only on transmission resources but also on computational
resources. This is especially important in coalition networks;
By taking advantage of new technologies SDN/NFV, vari-
ous network operators (nations, in the context of military
networks) can provide efficient and attack-resistant network
services by sharing and complementing each other’s network
cyber-defense capabilities (Li and Wang [1]) provided in the
form of network functions. This idea goes in the direction of
building cooperative defenses for network protection.

To define attack-resistant end-to-end (E2E) services, we
need additional security functions (also called critical func-
tions in this paper) that perform threat detection and miti-
gation to prepare the network against cyber-attacks (Pióro et
al. [2], Junosza-Szaniawski and Nogalski [3]). Such critical
protection and mitigation security functions could be, e.g.,
Firewall (FW), Intrusion Detection System (IDS), Distributed
Denial of Service (DDoS) attack sensor (Junosza-Szaniawski
and Nogalski [4] [5], Blazek et al. [6]), traffic scrubber
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(Fayaz et al. [7]), DDoS mitigation (Belabed et al. [8]),
encryption/decryption, traffic filtering, etc. In addition, there
are other crucial functions of network protection (of Quality
of Service (QoS) nature), e.g., compression, decompression,
traffic shaping, traffic optimizer, and load balancer (Beck and
Botero [9]).

A resilient-to-attack network service can then be represented
as a Service Function Chain (SFC) composed of a set of
Virtual Network Functions (VNFs) and the directional virtual
links that connect them (the flow of packets passes through
the chain of VNFs that constitute the SFC). In a multi-
domain network, NFV can be deployed and hosted by different
domains.

This paper addresses the embedding of service chains in
a multi-domain context. When embedding a multi-domain
SFC in a multi-administrative domain federation, the initiating
domain relies on the compact views of each domain’s network
topology (the abstract topologies) to form an E2E SFC. Typ-
ically, domains limit the disclosure of topology information
(Toumi et al. [10]). Classically, the abstract topology shared
with other domains consists of border nodes and abstract
links connecting them. Some domains may also share compute
nodes with a set of VNFs they can host. Our work also
proposes sharing other elements, e.g., domain-level slices and
non-border transit nodes.

An example of SFC embedding at the federated level within
a two-domain network is presented in the Fig. 1. Domain 1
exposes two data centers (each exposes two VNFs: FW, IDS).
Domain 2 exposes one data center (VNFs: FW, IDS). Both
domains expose edge nodes (green) and non-edge transit nodes
(black). Some links represent domain-level slices (dotted). We
consider the embedding of a single user demand in the form
of E2E SFC. The user demand (blue) requires a chain of
two VNFs (FW, IDS). For simplicity, bandwidth and latency
characteristics are omitted here. More details on the federated
view of the network graph are described in Section IV.

This work comes as an extension of previously presented
work (Nogalski et al. [11]), in which we introduced the ILP
model and heuristic to solve the problem. The contribution of
this work with respect to the previously published work is as
follows:

• Extensive state-of-the-art analysis concerning the SFC
embedding problem.

• Introduction of a new federation abstraction structure that
extends the classical domain abstraction (focusing solely
on network resources) by proposing an abstraction model
for the computational resources that domains expose and
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\ref{fig:SFCproblemoutline} presents a federated-level abstract view of the two-
domain network. Domain 1 exposes two logical data centers (each exposes two 
VNFs: FW, IDS). Domain 2 exposes one logical data center (VNFs: FW, IDS). Both 
domains expose edge nodes (yellow) and non-edge transit nodes (black). Some 
links represent domain-level slices (dotted). This example presents the embedding 
of the two user demands in the form of E2E SFCs. The first demand (blue) requires 
a single VNF (IDS), and the second requires a chain of two VNFs (FW, IDS). For 
simplicity, bandwidth and latency characteristics are omitted here. More details on 
the federated view of the network graph are depicted in 
\lblsection\enspace\ref{sec:proposedabstraction}.

Figure X. SFC embedding in sliced multi-administrative multi-domain network 
(federated-level view)

Problem outline

E Edge node

Transit node

Data center node
Transit link
Domain-level slice 
(link)

SFC requestFWIDS

Federated 
level embedding

Federated
(abstracted) 

view

Multi-domain 
physical 

infrastructure
E E

E

VNFs: {FW, IDS}

E E

VNFs: {FW, IDS}

Domain 1 Domain 2

VNFs: {FW, IDS}

E

Fig. 1. SFC embedding in sliced multi-administrative multi-domain network
(federated-level view)

make available to other domains to run their VNFs (or
SFCs).

• Extension of the experimentation with new figures to
analyze slice deployment cost and link utilization in order
to validate the ILP model and heuristics.

• Emulation results of the algorithm (ILP model) imple-
mented as part of the proof of concept prototype with
the use of the Containernet platform. Two new security
scenarios (IDS placement) under different objective func-
tions were verified. First, minimizing slice deployment,
and second, minimizing link utility.

We assume that our approach will be beneficial in coali-
tion networks. In federated military networks, allied nations
connect and share part of their network infrastructure to build
a Federation Mission Network (FMN) [12]. The nations can
complement each other’s capabilities to build comprehensive
network services. The multi-domain coordinator (there may be
more than one) acquires advertised resources and coordinates
the E2E service configuration/modification (scaling up/down).
However, the management of physical resources at the national
level is the responsibility of each nation.

The rest of the paper is organized as follows. Section II
discusses the related work. Section III overviews SFC em-
bedding in a multi-administrative federated network. Sec-
tion IV discusses the proposed domain abstraction. Section V
introduces the mathematical formulation. Section VI presents
the experiments and results. Finally, Section VII presents the
conclusions and future work.

II. RELATED WORK

A. SFC in Single-Domain context

In the literature, multiple existing works are applied in the
single-domain context. Addis et al. [13] formulate via mathe-
matical programming the VNF Placement and Routing (VNF-
PR) optimization problem, including compression constraints.
Each demand requests a subset of VNFs; the order of network
functions is not required (as opposed to this work). The
formulation minimizes the maximum network link utilization

(Traffic Engineering (TE) goal) and minimizes the number of
cores (Central Processing Unit (CPU)) used by the instantiated
VNFs. The two competing goals are prioritized.

In Wion et al. [14], the SFC routing problem is formulated
as the Integer Linear Program (ILP) model. The goal is to
minimize the service function cost (proportional to the re-
quests’ bandwidth) and network link cost (static, proportional
to the used bandwidth). The order of network functions is not
required (as in this work). The bitrate of each demand flow
doesn’t change along a VNF chain (as in this work).

Peng and Di [15] maximize the compute resource utilization
efficiency by jointly optimizing the VNF deployment, power,
and spectrum resource allocation.

Yang et al. [16] address the risk of network attacks and
allocate SFC based on honeypots and backup technology to
reduce the resource cost of protecting air traffic information
networks while enhancing network security. They deploy SFC
VNFs close to the shortest path between the source and
destination endpoints, aiming to reduce SFC latency and save
bandwidth.

Murray et al. [17] presents a VNF placement and rout-
ing algorithm based on a column generation method that
iterates between generating improved paths and optimizing
VNF placement based on the generated paths. They optimize
throughput, latency, and availability in a multi-layer radio
access network (RAN).

Ko et al. [18] assume a network of service nodes (SN),
where each service node is exposing service functions (SFs) by
means of network function virtualization (NFV). They propose
an integer non-linear model that considers link latency and SN
resources (e.g., CPU capacity, storage capacity, and memory
capacity). The goal is to optimize latency. For example, the
chain for latency-sensitive services such as multimedia stream-
ing and voice-over IP (VoIP) has a tight latency requirement,
while the chain for the file download service has a loose
latency requirement.

Popokh et al. [19] address efficient resource allocation
for VNF placement while minimizing the communications
latencies between VMs that are part of the VNF deployment.

A related problem to the SFC is virtual network embedding.
Embedding virtual networks in a substrate network (SN) is the
main resource allocation challenge in network virtualization
and is usually referred to as the Virtual Network Embedding
problem (VNE) (Herrera et al. [20], Belbekkouche et al. [21]).
VNE concentrates on the allocation of virtual resources both
in nodes (mapping to substrate nodes and their compute
resources) and links (mapping to substrate network resources
- links/paths) (Botero et al. [22]). Computing optimal VNE is
an NP-hard optimization problem (Herrera et al. [20], Fischer
et al. [23]). Even in the case when we map only virtual links
(without information about node resources, e.g., VNFs, CPUs,
etc.) to the substrate network links, in the single-path setting
(i.e., the flow of a user in the SN follows a single path),
the problem is NP-complete. Such a problem reduces to the
decision version of the m-commodity flow problem with fixed
rates and a single-path setting which is NP-complete (Drwal
[24], Junosza-Szaniawski and Nogalski [25]). This is proved
by the reduction from the decision version of the bin-packing
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problem. In Even et al. [26], it is shown that even the decision
version of the two-commodity integral flow problem is NP-
complete by reduction from the boolean satisfiability problem
(SAT) problem.

B. SFC in large scale context

In the literature, multiple existing works have been ap-
plied in the large-scale network context. Following Beck and
Botero [9], resource allocation algorithms for setting up virtual
network services should scale with the size of the substrate
network. A solution should be found in the range of minutes
or seconds – even in larger scenarios [9].

Tastevin et al. [27] propose the ILP formulation for SFC.
Each network node is a Point of Presence (PoP) and can
possibly host VNFs. It also has a limited CPU capacity, thus,
multiple PoPs should be needed to serve all traffic demands.
The work minimizes Operating Expenses (OPEX) composed
of two components: i) the VNF deployment cost, which is
directly linked to the number of PoPs hosting VNF instances,
and ii) the cost of forwarding traffic, which is linked to the
number of hops in a traffic request path and its bandwidth
usage. The longer the SFC path is, the more it will cost. SFC
request is an ordered logical sequence of VNFs. They also
propose a graph-based heuristic that combines graph centrality
and multi-stage graphs.

Beck and Botero [9] propose an NFV resource allocation
problem (NFV-RA) that is divided into two problem stages: 1)
service chain composition to find VNF-FGs (VNF Forwarding
Graph, a directed acyclic graph representing the request) to
be embedded in the substrate network and 2) service chain
embedding (VNF-FG embedding in the substrate network).
They propose a heuristic method to solve the composition of
VNF chains and their embedding into the substrate network
in one coordinated step.

Obadia et al. [28] present ILP formulation of SFC placement
problem. Since the problem is NP-complete, they provide
a heuristic based on game theory and implement the best-
response algorithm. They assume different NFV operating
costs: a) VNF license cost (operating cost) (some VNF can
have a license cost that depends on whether the VNF is
running or not); b) energy cost (operating cost) of having
a server with the VNF software running in idle mode; c)
processing cost, a piece-wise linear function of the load; d)
link cost.

Our work addresses the SFC problem on a large scale
by proposing efficient heuristic for large network instances.
However, our formulation is different from that of the above-
cited works.

C. SFC in Multi-Domain context

In multi-domain, the literature presents various studies to
address slice embedding, particularly within the 5G/6G (Ad-
dad et al. [29]). The centralized orchestration requires a global
view of the infrastructure, which raises scalability concerns.
The desire to reduce communication costs has led to the
development of distributed slice embedding solutions. Other
related works on multi-domain SFC address, e.g., reduction of

deployment time (El Amine et al. [30]), dynamic orchestration
(Wu and Zhou [31]), and SFC placement with limited visibility
(Toumi et al. [10]).

Our work addresses the multi-domain slice embedding by
proposing an ILP model that solves VNF and Link embedding
simultaneously (in existing works, they are usually solved
separately).

III. SFC EMBEDDING IN A MULTI-ADMINISTRATIVE
FEDERATED NETWORK

When embedding an end-to-end SFC in a multi-domain
network context, the initiating domain may solicit multiple
domains to support different portions of the SFC. To do this,
it needs to collect information from other domains, build, and
then maintain a compact view of the network topology of each
domain with the available resources. In a multi-administrative
multi-domain context, domains are reluctant to disclose their
detailed topology information. In fact, a synthetic abstraction
of their topology and their computing resources are disclosed
to other domains. Each domain is sovereign by the abstraction
that it exposes to the others. The abstraction policy, which
specifies how to derive the abstracted infrastructure from the
real infrastructure, is specific to each domain. Moreover, at
the time of service embedding, a domain can decline the grant
of disclosed resources to a requesting domain. This is shown
in Fig. 2, which describes the main stages that Resource
Allocators (RA) must go through to set up multi-domain end-
to-end SFCs. Notably, it highlights and positions the federated-
level resource allocation (which is the focus of this paper) with
respect to the domain-level resource allocation.

RA RA RA

Federated 
Abstract view

Compute all
SFC placement
& data paths

..
..

.

.

OK/NOK

Service
provisioned

Service 
request

Domain B Domain CDomain A
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Reserve res. 
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Reserve SFC por�on at C

resources reserved
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Fig. 2. Multi-domain SFC embedding stages

Below, we describe the domain abstraction that we propose
for embedding a multi-domain SFC atop a multi-administrative
federated network.

IV. PROPOSED DOMAIN ABSTRACTION

We distinguish two aspects in the abstraction exposed by
a domain. First, the computing abstraction abstracts the com-
puting resources (used for running VNFs) that a domain holds
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and offers to other domains. Second, the network topology
abstraction abstracts how exposed nodes are connected to each
other. These are successively detailed hereafter. The computing
abstraction proposed in this paper extends our previous work
(Pedebearn et al. [32]), which focused on network topology
abstractions.

A. Computing abstraction

The computing abstraction is represented by the concept of
an abstract compute node, which collects a pool of computing
resources and a list of VNFs that can be supported by them.
It may represent a single physical server, a group of servers,
an aggregated collection of servers, or data centers spread
across the domain.

An exposed compute node is characterized by the following
main attributes:

• Maximum and available capacity in terms of compute
units. A compute unit represents a bundle of processing
power, memory, storage, etc., corresponding to a unit of
measure used to specify the computing resources needed
by a VNF instance.

• List of supported VNFs. In turn, the following informa-
tion is also provided for each supported VNF.

– The resource cost (i.e. amount of resources) in com-
pute units per Mbps.

– The maximum allowed/supported flow rate in Mbps.
– Maximum processing delay in ms.
– Average flow compression rate, when applicable.
– Provisioning time specifies the time needed to in-

stantiate the VNF in the exposed compute node.
– Additional information could also be considered to

reflect some cost for deploying the VNF or to be
used to enable some policy-based decisions.

• Location, when appropriate.

B. Network topology abstraction

It aims to specify how exposed network nodes and abstracted
compute nodes are connected. Exposed network nodes nec-
essarily include edge nodes (the entry and exit points of
the domain). In addition, our topology abstraction allows the
disclosure of non-edge network nodes (which are typically
abstract and can be used to capture some topological constructs
of the domain) as well as network slices supported and made
available by the domain to the federation. Both bring valuable
benefits in terms of efficient resource usage (Pedebearn et al.
[32]). For space reasons, the slice abstraction is not described.
An exposed network node may be characterized by various
attributes: the maximum packet forwarding rate, the flow table
size, etc. If so, it inherits the compute nodes’ related attributes
with the list of VNFs that it supports.
Exposed links are typically unidirectional abstract links and
correspond to one or multiple data paths (with multiple
physical hops). They are characterized by the following main
attributes:

• Source-node and end-node.

• Max & available capacity: corresponds to the maximum
and available bandwidth of the link.

• Service Level Agreement (SLA): which specifies the ex-
pected performance in terms of maximum/average trans-
fer delay, maximum/average packet loss rate, maximum
jitter, and more.

• Links may also be labeled with cost information or
any other information that can be used to enforce some
policy-based decisions, e.g. confidence/security level, etc.

Domain A
: 0.2Gb/s, 0.2ms

: 1Gb/s ,   1ms

: 3Gb/s ,   0.3msCapacity = 80cu
VNF: {1,2,3,4,5}

…

Capacity = 80cu
VNF: {1,2,3,5}

…

Capacity = 80cu
VNF: {1,2,3,4,5}
…

E E

Edge node Edge node

D3D0

Fig. 3. Domain A physical network infrastructure.

To illustrate the proposed abstraction, let’s consider the in-
frastructure of domain A as depicted in Fig. 3. Three data cen-
ters (pool of resources) are spread in three different locations
connected to each other thanks to the network infrastructure
composed of a dozen switches connected via bidirectional
physical links. We assume the following abstraction policy
for domain A:

• Bottom pool of resources is hidden to other domains.
• The two top pools of resources are aggregated and only

half of the capacity of the left-top pool is exposed.
• Domains are only allowed to deploy VNFs 1, 3 and 5,

with the condition that VNF 5 can only be provisioned
on the left-top pool.

• The top part of the network topology is used to support
traffic destined to the resource pools, while the bottom
part is used to support the traffic that flows between edge
nodes.

One possible resulting domain abstraction is described in
Fig. 4. One aggregate compute node is exposed to the fed-
eration with a capacity of 120cu (compute unit). VNFs 1, 3,
and 5 can be deployed on behalf of any other domain. The
maximum flow rate of VNF 5 is affected by the fact that it
can only be deployed on the top-left pool of resources.

Domain abstractions are collected by each domain and
then used as input to build their own view of the multi-
domain network, which is then used as input for their resource
allocation algorithm. Next, we propose such an algorithm.

V. MATHEMATICAL FORMULATION

A. Notation

The notation is described in Table I. The notation describes
parameters and variables that define the network and demand
model. This is a general notation, common for both the ILP
model (Section V-B) and greedy heuristic (Section V-C).
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Fig. 4. Example of Domain A abstraction

We model the federated-level abstract network (abstracted
view) for the purpose of federated-level SFC embedding as a
directed graph G = (N,A), where N is a set of nodes, and
A is a set of directed links. A node can be an edge node or
a non-edge transit node. A data center (hosting VNFs) can be
co-located with either of them. A link a ∈ A can be a slice link
a ∈ As (it represents a domain-level slice) or a classical transit
link. An example federated level network graph is shown in
the middle part of Fig. 1.

The central part of the demand model is the definition of
the service chains (see Table I). The tuple (fk,1, .., fk,Tk) (list
of ordered services) is defined for each k-th demand k ∈ D.
Each E2E demand is represented by a single SFC. The user
may define more than one demand, e.g., a separate one for
data and control plane purposes.

Additionally to Table I, since for each f ∈ F we might have
an individual compression factor µf we define bpk as follows:
for p = 0, bpk = bk; for p ∈ {1, . . . , Tk}, bpk = bk ·

∏p
q=1 µfk,q .

The bpk denotes bandwidth used by demand k ∈ D after the
first p services fk,1, .., fk,p are performed.

Concerning the proposed domain abstraction (Section IV),
we assume without loss of generality, the nodes that host the
VNF have enough resources to support all VNF requests.

B. The ILP Model
The model takes two types of federated-level parameters as

input. First, the network model: topology, bandwidth, latency,
VNF types, and locations (node). Second, the demand model:
bitrate, delay, and SFC requirement (Table I). A detailed
description of federated-level abstraction can be found in our
previous work [32]. The optimization problem is to find:

• the optimal domain cost of the slice deployment (by
minimizing the number of deployed national slices)

• the optimal link utilization (by minimizing maximum link
utilization - to increase future demand admissibility)

subject to the following constraints:
1) Flow conservation laws are defined via the relationship

between ϕ and z variables. We distinguish the following
main cases: p = 0, p = Tk, and otherwise.

TABLE I
NOTATION

Parameters
N Set of nodes
A Set of links (arcs)

As ⊆ A Subset of links (arcs) which are slice-able
γmax
i,j Maximum capacity of the arc (i, j)

γi,j Available capacity of the arc (i, j) ∈ A. ‘Available’ since
we consider iterative allocations (for heuristic purpose)

li,j Latency of the link (i, j) ∈ A, which is an upper bound that
includes the transmission delay and the propagation delay

F Set of service types (VNF types)
D Set of demands

ok , tk ok, tk ∈ N origin and target of k-th demand k ∈ D
bk, Lk Bandwidth and max latency of k-th demand k ∈ D

fk,p fk,p ∈ F is p-th service step of k-th demand k ∈ D
Tk For k-th demand it is the length of its service chain

(fk,1, .., fk,Tk )
µf Compression/decompression factor for service f ∈ F , where

µf = 1 no compression/decompression; µf ≤ 1 compres-
sion VNF; µf ≥ 1 decompression VNF

Nf Nf ⊂ N set of nodes which provide a service (VNF) of type
f ∈ F

NF NF =
⋃

f∈F
Nf set of nodes which provide a service (VNF)

of any type
bpk Bandwidth used by demand k ∈ D after the first p services

fk,1, .., fk,p are performed
Decision Variables

ϕk,p
i,j Continuous variable, represents the flow on the arc (i, j) ∈ A

of demand k ∈ D for the p-th service step. The p-th service
step is the state of demand processing after p-th service
(fk,p) is performed and before p+ 1-th service (fk,p+1) is
performed. For the initial service step p = 0, the flow ϕk,0

i,j

denotes state before the first service (fk,1) is performed
xk,p
i,j Binary (xk,p

i,j ∈ {0, 1}), xk,p
i,j = 1 iff ϕk,p

i,j > 0 (the arc
(i, j) ∈ A is used by the flow ϕk,p

i,j )
ei,j Binary (ei,j ∈ {0, 1}), ei,j = 1 iff the arc (i, j) ∈ A is

used by at least one flow ϕk,p
i,j for k ∈ D, p ∈ {0, . . . , Tk}

(ei,j = max{xk,p
i,j : k ∈ D, p ∈ {0, . . . , Tk}})

zk,pi Binary (zk,pi ∈ {0, 1}), zk,pi = 1 iff for demand k ∈ D the
p-th service (fk,p ∈ F ) is executed at node i ∈ Nfk,p

U Continuous variable, represents maximum link utilization rate

For p = 0 (unprocessed flow of demand k ∈ D), we
have two sub-cases. First, if i = ok (1a), then the flow
balance (outgoing flow value - incoming flow value)
equals b0k, which is bk. Second, if i = N − {ok} (1b),
we have two states: either zk,1i = 0 (fk,1 service is not
placed at i) then the flow balance is 0 or zk,1i = 1 then
flow ϕk,0 terminates in the node i and thus the flow
balance is −b0k.
For p = Tk (flow of demand k ∈ D processed by service
fk,Tk ) we have two sub-cases. First, if i = tk (1e), then
the flow balance equals −bTk

k . Second, if i = N − {tk}
(1d), we have two states: either zk,Tk

i = 0 (fk,Tk service
is not placed at i) then the flow balance is 0 or zk,Tk

i = 1
then the flow ϕk,Tk starts at the node i and thus the flow
balance is bTk

k .
Otherwise, for p > 0 and p < Tk (1c) we have three
states. If zk,pi = 0 and zk,p+1

i = 0, then the flow balance
is 0. If zk,pi = 1 and zk,p+1

i = 0, then the flow ϕk,p

starts at the node i and thus the flow balance is bpk. If
zk,pi = 0 and zk,p+1

i = 1, then the flow ϕk,p terminates
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at the node i and thus the flow balance is −bpk.

∀k ∈ D ∀i ∈ N ∀p ∈ {0, .., Tk}∑
(i,j)∈A

ϕk,p
i,j −

∑
(j,i)∈A

ϕk,p
j,i

=



b0k p = 0, i = ok (1a)

−b0k · zk,1i p = 0, i ∈ N − {ok} (1b)

bpk · zk,pi − bpk · zk,p+1
i p ∈ {1, .., Tk − 1}, i ∈ N (1c)

bTk

k · zk,Tk

i p = Tk, i ∈ N − {tk} (1d)

−bTk

k p = Tk, i = tk (1e)

2) For non-VNF nodes i ∈ N \NF variable z equals zero

∀k ∈ D ∀p ∈ {1, .., Tk} zk,pi = 0 (2)

3) For demand k ∈ D, the p-th service (fk,p) is performed
by at most one service available at some node i ∈ Nfk,p

∀k ∈ D ∀p ∈ {1, .., Tk}
∑

i∈N
fk,p

zk,pi = 1 (3)

4) There is flow only on used edges - the connection
between ϕ and x

∀k ∈ D ∀(i, j) ∈ A ∀p ∈ {0, .., Tk} ϕk,p
i,j = bpk · xk,p

i,j

(4)

5) Maximum latency has two components: delay on trans-
port link A, and delay caused by VNF processing (the
latter can be easily included)

∀k ∈ D
∑

(i,j)∈A

∑
p∈{0,..,Tk}

li,j · xk,p
i,j ≤ Lk (5)

6) If the slice arc (i, j) ∈ As is used by at least one demand
k ∈ D, then the slice is enabled

∀k ∈ D ∀p ∈ {0, .., Tk} ∀(i, j) ∈ As xk,p
i,j ≤ ei,j (6)

7) If the slice arc (i, j) ∈ As is not used by any demand
k ∈ D, then the slice is disabled

∀(i, j) ∈ As

∑
k∈D

∑
p∈{0,..,Tk}

xk,p
i,j ≥ ei,j (7)

8) The sum of flows does not exceed the edge capacity. For
online version of the algorithm (also for Section V-C)

∀(i, j) ∈ A,

1− 1

γmax
i,j

·

γi,j −
∑
k∈D

∑
p∈{0,..,Tk}

ϕk,p
i,j

 ≤ U

We consider two objective functions:
• Traffic Engineering (TE) goal: minimize the maximum

network link utilization (e.g., to increase future demand
admissibility):

minU (8)

• Slice Deployment (SD) goal: minimize the number of
used slices (e.g., to reduce slice setup time):

min
∑

(i,j)∈As

ei,j ·
1

|AS |
(9)

We define S as equal to
∑

(i,j)∈As
ei,j · 1

|AS | .
Thus, depending on the federated operator need, the
objective is to balance between TE and SD goals by
adjusting α, where α ∈ [0, 1] is a parameter describing
the importance of TE goal over SD goal

minα U + (1− α) S (10)

We define G as equal to α U + (1− α) S.
Fig.11 in Section VI-C gives two verification scenarios

of slice embedding, taking into consideration the two goals
separately, TE (Fig. 11a) and SD (Fig. 11b), respectively.

C. The Greedy Heuristic

The heuristic is given as Algorithm 1. Firstly, the demand
set is sorted by latency (could also be sorted by bandwidth
if needed) (line: 3). Secondly, in each iteration (line: 5-10)
the subset of d demands Dd ∈ D is selected (line: 5), pro-
cessed by model (line: 6), embedded (line: 7-8), and demands
marked as processed (line: 9).

Algorithm 1 SFC Greedy Heuristic
1: INPUT: G(N,A); As; for each link (i, j) ∈ A capacity

γmax
i,j , γi,j , latency li,j ; VNF advertisements F , Nf ;

demands k ∈ D; d - number of demands processed in
a single algo iteration

2: OUTPUT: result ϕ (list of embedded slices (path defi-
nitions)), in other words |D| E2E slices (paths) one for
each requested demand k ∈ D, defined via ϕk,p

i,j for each
k ∈ D, (i, j) ∈ A and p ∈ {0, .., Tk}

3: Sort demands D by latency (from low latency to high
latency (latency insensitive))

4: while D ̸= ∅ do
5: Select d demands Dd ⊆ D (if d > |D|, select

remaining)
6: Run SFC ILP Model (sec V-B) with the input

(N,A,As, γ
max
i,j , γi,j , li,j , F,Nf , Dd) to get ϕk,p

i,j for each
k ∈ Dd, (i, j) ∈ A and p ∈ {0, .., Tk}

7: Add ϕk,p
i,j assignments to the result ϕ (list of embedded

paths)
8: Update available capacity ∀(i, j) ∈ A, γi,j = γi,j −∑

k∈Dd

∑
p∈{0,..,Tk} ϕ

k,p
i,j

9: D = D \Dd

10: return ϕ
11: end while

VI. PERFORMANCE EVALUATION

The model (Section V-B) was implemented in Optimiza-
tion Programming Language (IBM CPLEX v22.1), and the
heuristic (Section V-C) was implemented in Python v3.10.
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A. Evaluation1 - simulation on Cost266 network
For this experiment, we defined a multi-domain topology

based on the Cost266 topology [33], by assigning nodes
(cities) to domains (countries) (Fig. 5).improved

Fig. 5. Evaluation1 Multi-domain topology based on Cost266 [33]

1) Result of the ILP model: We conducted the tests of the
model with the following configurations (4x2):

• 4 topology configurations. Each topology configuration
was generated with a randomly assigned maximum link
capacity and latency. Links in the red dotted area (Fig. 5)
received a capacity in the range of 5-10 Gbit/s. Links in
the orange dotted area 2-5 Gbit/s, and peripheral links
1-2 Gbit/s. All links received latency in the range of 3-
10 ms.

• 2 data center (DC) configurations. Each DC configuration
contained seven randomly selected DCs - two located in
France, three in Germany, one in Poland, and one in the
Netherlands. For each DC, we randomly assigned two
VNFs out of four from the VNF catalog = {FW, IDS,
Deep Packet Inspection (DPI), Traffic Storage}).

We conducted three series of measurements, each correspond-
ing to a fixed number of user demands {4, 6, 8}. Demand
sets were generated incrementally. To the demand set of four
demands, we added two demands (6) and again two demands
(8). A single user demand was defined in the following way:

• a random start and end (in a different domain)
• a random bitrate in the range of 100-400 Mbit/s
• a random SFC (two ordered VNFs selected from the VNF

catalog)
• a random maximum latency. In total, 25% of all demands

in a demand set (D) were low latency (100 ms), and
others latency insensitive.

For each series, we assumed the following values
α = {0, 0.2, 0.4, 0.6, 0.8, 1.0} (eq. 10). For fixed α, we
conducted eight measurements (4x2) by changing topology
and DC configuration and computed the average value of
the goal (G), link utilization (U), slice deployment (S), and
execution time (T). These average values were taken to
analyze the experiment results (Fig. 6).

As one can observe, when the number of demands goes
up, the combined goal value (G) (eq. 10) goes up (or stays

at the same level) for any value of α (Fig. 6a). This shows
the expected behavior of the model since, as we embed more
demands, either more links are used (e.g. α = {0, .., 0.8}
(Fig. 6c)), or the maximum link utility might be increased
(but will never decrease) (e.g. α = {0.2} (Fig. 6b)).

Additionally, the average U and S (eq. 8 and 9) values
behave as expected for any demand series (Table II, Fig. 6b-
c). For any number of demands: first, when α increases, the
U decreases (as we increase the importance of the link utility
minimization factor) (Fig. 6b); second, when α decreases,
the S decreases (as we increase the importance of the slice
deployment cost minimization factor) (Fig. 6c).

Since the problem is NP-Hard, we show the model signif-
icant computation times (Fig. 6d, up to 1730 s for only 8
demands). This is the reason why we designed the heuristic.

TABLE II
EVALUATION1 COST266: THE RESULTS OF THE MODEL FOR DEMAND SET

{4, 6, 8} - U AND S

|D| \ α 0 0,2 0,4 0,6 0,8 1 U or S

4 - 0,303 0,293 0,282 0,282 0,282 U

6 - 0,389 0,309 0,294 0,290 0,290 U

8 - 0,406 0,310 0,297 0,290 0,290 U

4 0,132 0,154 0,157 0,166 0,166 - S

6 0,167 0,178 0,202 0,216 0,225 - S

8 0,208 0,219 0,250 0,262 0,274 - S

2) Result of the heuristic: We conducted tests of the
heuristic with the same 4 topology configurations and 2
DC configurations as in the previous subsection (same 4x2
configurations as for the testing of the ILP model). This time
we conducted four series of measurements, each corresponding
to a fixed number of user demands {10, 25, 45, 60}. Demand
sets were generated incrementally. The heuristic was run with
step d = 3.

As one can observe (Fig. 7a), the average G values behave
as expected; for any α, they increase as we increase the num-
ber of demands. The execution time is much lower compared
to the one measured for the ILP model. A single observed
average max computation time is up to 35 s (for 60 demands,
Fig. 7d).

B. Evaluation2 - simulation on NSFNET

We proved experimentally that the ILP model (Section V-B)
is more efficient than the heuristic (Section V-C). First, we
transformed the NSFNET topology [34] to “multi-domain” by
assigning nodes to domains (Fig. 8). Both the ILP model and
the heuristic were run with the following configurations (5x2):

• 5 topology configurations. Each topology configuration
was generated with a randomly assigned maximum link
capacity and latency. Each link (Fig. 8) received a ca-
pacity from the range of 5-10 Gbit/s. All links received
latency in the range of 3-10 ms.

• 2 data center (DC) configurations. Each DC configuration
contained seven randomly selected DCs - two located in
the East, one in the Center, one in the South, and three in
the West. For each DC, we randomly assigned two VNFs
out of four from the VNF catalog.
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Fig. 6. Evaluation1 Cost266: The results of the model for demand set
{4, 6, 8} - G, U , S and T

We generated eight random demands. A single user demand
was defined in the following way:

• a random start and end (in a different domain)
• a random bitrate in the range of 100-400 Mbit/s
• a random SFC (two ordered VNFs selected from the VNF

catalog)
• a random maximum latency. In total, 25% of all demands

in a demand set (D) were low latency (100 ms), and
others were latency insensitive.

The heuristic was run with step d = 2. As observed in this
scenario, the ILP model (M) is more efficient (for any α, it
uses less network resources to embed the demand set) than
the heuristic (H) by up to 27% (Fig. 9a). On the other hand,
the heuristic is much faster (Fig. 9d). A single average max
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Fig. 7. Evaluation1 Cost266: The results of the heuristic for demand set
{10, 25, 45, 60} - G, U , S and T
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computation is approximately 1 s. The model works fast for
α=0 and 1. For these cases, the model only minimizes S or U .
In such cases, it is easier to find an optimal solution. When
α ∗ U and (1 − α) ∗ S have similar values, there are more
feasible solutions with similar values to be analyzed by the
model.

Additionally, we note that the G function is decreasing
(Fig. 9a), which is different compared to Fig. 6a and Fig. 7a,
which are both increasing. The behavior of G depends on: the
proportion of the sum of all demanded bitrates per average
link capacity; the proportion of the number of demands per
cardinality of the set As; and the structure of the network.
The average link capacities in the two experiments were
different. The networks also have different size and structure.
Furthermore, the monotonicity of the goal function G, in
general, is not guaranteed.

2
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Fig. 8. Evaluation2 Multi-domain topology based on NSFNET [34]

C. Multi-domain SFC emulation - proof of concept

The SFC proof of concept is based on Containernet, Docker
(VNFs), Open vSwitch (OVS), and Linux Router. We set
up a network of three domains (Domain 1-3, Fig. 10), with
several OpenFlow-enabled OVS switches (performing packet
forwarding within a domain) and Linux IP Routers (that
connect different domains). Two user networks (UN) are
connected to each domain. To emulate the security scenario
(IDS resource share), we use Snort IDS (VNF). Snort VNFs
are located in Data Centers 1, 2, and 3 (DC for short). DC4
contains a Storage VNF. For simplicity, each link capacity
(inter-domain and intra-domain) has the same capacity, equal
to 2 units.

We assume that slice-able links are switch-to-switch links
(si, sj). In our topology, there are 15 slice-able links (6 in
Domain 1, 5 in Domain 2, 1 in Domain 3, and 3 inter-domain
slice links).

If, according to the slice definition, the network traffic is
to be handled by a VNF service (e.g. IDS - Snort), e.g.
transfer of packets from switch S6 to the data center DC1
(Fig. 11a, orange slice), this is done by copying the traffic
to the appropriate network interface of a DC. Additionally,
the network interface in the DC (e.g. Snort machine) must
be configured in promiscuous mode to enable the capture and
reading of every network packet that reaches its interface.
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Fig. 9. Evaluation2 NSFNET: comparison of the model (M) and heuristic
(H) for demand set {8}

For emulation of our two scenarios, we define a set of two
E2E demands (E2E slices), each requires a single VNF in the
chain:

• D1 (orange)={origin: UN1, target: UN3, bitrate=1 unit,
VNF=(IDS)}

• D2 (green)={origin: UN2, target: UN4, bitrate=1 unit,
VNF=(IDS)}

For both scenarios, we compute E2E slices using the ILP
model and provision them in our Containernet environment:
first by installing OpenFlow rules on OVS switches (intra-
domain), and then by installing IP routing entries (inter-
domain).

1) Emulation scenario1 - maximum link utility minimized:
In this scenario (Fig. 11a), we minimize maximum link utility.
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In our goal function minα U + (1− α) S, by setting α = 1
we receive min U . The computation resulted in U = 0.5
(any link is used in a maximum of 50%). As one can observe
(Fig. 11a), slices tend to be disjoint (spread). As explained
above, the computed data paths (slices) are provisioned by
generating and installing the corresponding OpenFlow rules
in all traversed domains.

2) Emulation scenario2 - national slice usage minimized:
We minimize the number of used national slices in this
scenario (Fig. 11b). In our goal function minα U+(1−α) S,
by setting α = 0 we receive min S. The computation resulted
in S = 0.33(3) (used 5 slices out of 15; however, link utility is
sacrificed U = 1). As one can observe (Fig. 11b), slices tend
to overlap (orange, green). As explained above, the computed
data paths (slices) are provisioned by generating and installing
the corresponding OpenFlow rules in all traversed domains.

VII. CONCLUSIONS

Since modern coalition networks are expected to simul-
taneously provide connectivity (i.e., QoS-enabled paths) and
computational capabilities (i.e., network functions), it is neces-
sary to use efficient methods for embedding E2E slices. Such
efficient methods are crucial in security scenarios to properly
handle network and compute resources and protect the network
against cyber-attacks.

The computational results reveal that:
1) Extensive simulations of the ILP model and heuristic,

on realistic topologies show the correct trend of the goal
values (TE & SD) as the α parameter (trade-off) and the
number of demands change.

2) In terms of goal value, the ILP model is more efficient
than the heuristic (it uses less network resources to
embed the demand set). The observed average gap is
up to 27% (8 demands) on a network of practical size
(based on NSFNET).

3) On the other hand, the heuristic is much faster. On a
large-scale network (based on Cost266) the observed av-
erage execution time is below 35 s (60 demands), while
the ILP model’s average run time is up to 1730 s (for
only 8 demands).

4) While the ILP model efficiently solves SFC problems
of a practical size, the heuristic can solve large-scale
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Fig. 11. Containernet emulation - evaluation scenarios

problems very fast with decent efficiency, leading to a
trade-off between the two.

As for future work, the following extensions to our method-
ology are worth considering:

1) In the evaluation, we assume the simplification that the
intra-domain topology fully contributes to the federated
topology. In future work, we plan to address the intra-
domain SFC mapping problem algorithmically.

2) Investigate how different ways of defining a federated
topology from a local topology (taking into account
local slices and compute nodes) affect the performance
and efficiency of the entire two-level system in terms of
resource utilization and admission ratios.
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