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Résumé

La tendance a la numérisation de nombreux secteurs industriels tels que 'au-
tomobile, I'agriculture, les transports, la gestion urbaine, etc. révele la nécessité
de nouveaux usages des services de communication point-a-multipoint, tels que la
fourniture massive de mises a jour logicielles et livraison fiable de messages d’alerte
a la population, etc. D’un autre c6té, la mise en logiciel des réseaux de nouvelle
génération, avec notamment l’adoption croissante des réseaux définis par logiciel
(SDN), apporte au réseau la flexibilité et les capacités de programmation permet-
tant de prendre en charge des services de distribution point-a-multipoint de maniere
rentable.

Cette these contribue au probleme général de la fourniture de services de com-
munication point-a-multipoint avec des exigences de qualité de service (QoS) dans
un réseau SDN multi-domaines. Il considére également que certains des domaines
sont des réseaux multi-sauts sans-fil. Tout d’abord, une technique d’agrégation de
topologie de domaine basée sur une arborescence de Steiner, combinée a un algo-
rithme heuristique d’allocation de ressources, sont proposés pour prendre en charge
des services point-a-multipoint couvrant plusieurs domaines. Ensuite, un service de
découverte de topologie générique est proposé pour les réseaux multi-sauts sans-fil
basés sur le SDN afin de permettre au contréleur SDN de créer et de gérer une
vue complete du réseau avec divers attributs de nocud et de liaison sans-fil. Le
controleur peut alors exposer des vues personnalisées aux applications de controle
du réseau, telles que, par exemple, ’application en charge de la fourniture de ser-
vices point-a-multipoint sur un réseau multi-sauts sans-fil basé sur le paradigme
SDN. Un algorithme basé sur la programmation linéaire en nombres entiers et un
algorithme génétique sont également proposés pour l'allocation de liens virtuels
point-a-multipoint sur un réseau sans-fil multi-radio, multi-canaux et multi-sauts
basé sur SDN. Enfin, pour traiter le cas des services dynamiques point-a-multipoint,
nous proposons un schéma de réallocation de ressources qui répond aux exigences
changeantes tout en réduisant les interuptions de service.

Keywords : allocation de liens virtuels, réseaux définis par logiciel, communication
point-a-multipoint, réseaux multi-domaines, réseaux multi-sauts sans-fil, qualité de
service






Abstract

The movement towards the digitalization of many industry sectors such as au-
tomotive, agriculture, transportation, city management, etc. is revealing the need
for novel usages of point-to-multipoint network delivery services, such as massive
delivery of software updates to objects, secure and reliable delivery of alert messages
to population, etc. On another side, the softwarization of next generation networks,
with amongst, the increasing adoption of Software Defined Networks (SDN) is brin-
ging to the network the flexibility and programming capabilities that enable the
support of point-to-multipoint delivery services in an efficient and cost-effective
way.

This PhD work contributes to the general problem of providing point-to-
multipoint delivery services with Quality of Service (QoS) requirements in a multi-
domain SDN network. It also considers that some of the domains are wireless multi
hop networks. First, a Steiner tree based network domain topology aggregation
combined with a resource allocation heuristic algorithm is proposed to support
point-to-multipoint delivery services that span multiple domains. Then, a generic
topology discovery service is proposed for SDN based wireless multi-hop networks
to let the SDN controller build and maintain a comprehensive view of the network
with various node and wireless link attributes. From there, customized views can
be exposed by the controller to network control applications, as, for instance, the
application in charge of provisioning point-to-multipoint services on a SDN based
wireless multi-hop network. An Integer linear programming based algorithm and a
genetic algorithm are also proposed for the embedding of point-to-multipoint ser-
vices on a SDN based multi-radio, multi-channel and multi-hop wireless network.
Last, to address the case of dynamic point-to-multipoint services, we propose a
resource reallocation scheme that meets the changing requirements while reducing
service disruption.

Keywords : virtual link embedding, software-defined networks, point-to-multipoint
communication, multi-domain networks, wireless multi-hop networks, quality of ser-
vice
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CHAPITRE 1

Introduction

In application scenarios where a very large number of users or devices consume
the same data or content, the use of point-to-multipoint communications, with one
single transmission delivered to multiple devices instead of multiple transmissions
on a per device basis, provides significant gains in network resource consumption,
hence enabling cost effective broadcast/multicast network delivery services.

Up to recently, live TV or live audio/video media distribution were conside-
red as the main use cases for point-to-multipoint transmissions. The movement of
network generations from the provision of a general purpose connectivity service
towards a broader range of services, with diverse requirements, that address the
needs of various industry sectors such as as entertainment, automotive, IoT, public
warning, health care, etc. paves the way for new and prominent point-to-multipoint
communications use cases [Gomez-Barquero 2018]. To name a few, in addition to
the distribution of high quality immersive audio-visual media content formats such
as ultra-high definition television, 360-degree video, virtual and augmented reality
(VR/AR), point-to-multipoint transmissions are envisioned in the IoT industry sec-
tor as an enabler for massive delivery of software and operating system updates to a
large number of similar connected devices. In the automotive sector, it is considered
for the delivery of media content and software updates in the vehicles but also for
the reliable, potentially strict real-time delivery of vehicular information (e.g. road
safety, driving assistance and autonomous driving relevant information). Also, in
public warning systems, it is considered for the secure and reliable delivery of alert
messages to general population. With all these application opportunities, point-to-
multipoint transmissions are considered as a key technology enabler for 5G, and
it is generally recognized that an enhanced form of Multimedia Broadcast Multi-
cast Service (MBMS) [3GPP 2004] required for 5G. More precisely, 5G envisions
to incorporate point-to-multipoint capabilities as built-in delivery features from the
outset, integrating point-to-point and point-to-multipoint modes under one com-
mon framework and enabling a dynamic use of point-to-multipoint to maximize
network resource usage and spectrum efficiency [Wu 2018] .

The progressive advent of Software Defined Networking (SDN) in operator net-
works and entreprise networks can bring a noticeable boost to the emergence of
effective point-to-multipoint delivery services. The "logical" centralized control ba-
sed on a thorough visibility of the network, combined with the fine-grained and
programmable selection and forwarding treatments of flows in the network give the
opportunity to devise novel effective resource allocation algorithms that optimize
network resource consumption. QoS (Quality of Service) requirements can also be
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taken into account, as well as services with varying characteristics. Clearly, SDN can
play a key role to reduce point-to-multipoint service costs, extend their capabilities
and broaden their scope of applications.

1.1 Problem statement

This research work addresses the general problem of providing point-to-
multipoint delivery services with QoS requirements in heterogeneous multi-domain
SDN networks. In this context, each SDN domain is under a distinct authorita-
tive entity, and deploys its own SDN controller to control its forwarding devices
according to its management policy.

In this work, we assume the architecture presented in Figure 1.1, and promoted
by the Open Networking Foundation (ONF) [ONF 2016] and Internet Engineering
Task Force (IETF) [Geng 2018] with a master controller on top of the domains’
controllers. The master controller acts as an orchestrator when dealing with point-
to-multipoint service establishment requests. It derives the SDN domains that are
eligible to support the request and instructs their SDN controllers to provision their
associated sub-requests.

One important challenge facing the provision of point-to-multipoint services
relates to the multi-domain context with the scalability issues that it raises (par-
ticularly at the master controller), and the crucial need of each domain to hide its
detailed topology, and, in place, disclose a topology abstraction with sufficient useful
details that let the master controller select near-optimal data paths. Finding a do-
main topology abstraction suited for point-to-multipoint services with accompanying
scalable algorithms that are capable of computing data-paths that nearly minimize
network resource consumption is one of the research problem addressed in this work.

‘ Master Controller ‘

SDN Controller | | SDN Controller | | SDN Controller |

FIGURE 1.1 — An illustration of multi-domain SDN with some of the domains being
wireless ones. A point-to-multipoint communication is established across domains.

From the multi-domain point-to-multipoint service request, selected SDN do-
mains are instructed to embed (compute the data-paths and the required network
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resources) their associated sub-request which can be point-to-point or point-to-
multipoint. Network resource embedding for point-to-point services has been widely
researched in the literature and particularly for wired networks. In this work, we
consider the case of SDN based multi-radio multi-channel multi-hop wireless net-
works as one possible type of SDN domains, which find their main applications in
vehicular networking, IoT, military and emergency response scenarios. In such net-
works, interference due to the vicinity of nodes and the shared and broadcast nature
of the wireless medium have a significant impact on the overall network performance.
Moreover, network nodes may be resource constrained and they may exhibit limited
switching resources (i.e. limited number of forwarding/flow table entries). So the
other research problem addressed in this work is : how to support point-to-multipoint
services on an SDN based wireless multi-hop network effectively, by considering the
specificity of wireless transmissions and the switching resource limitation of SDN.
This entails : (1) defining the procedures and the logic that allow the SDN control-
ler to collect, build and track the network map, i.e. the wireless network topology
complemented with information related to wireless nodes attributes as well as wire-
less links attributes and performance metrics ; and (2) devising resource embedding
algorithms that allow the SDN controller to map point-to-multipoint services with
QoS requirements on the network map discovered and maintained by the controller.

The point-to-multipoint delivery service is in fact expressed as a point-to-
multipoint virtual link that originates from a host belonging to a first domain and
ends at multiple hosts (at least two) typically belonging to other domains. A band-
width requirement is associated to the virtual link. Usually, and as considered in
this work, virtual links are combined to form an overlay network, which represents
the service provided to an application to meet all its communication requirements.
Application requirements may change over time : new destinations may be added
to or removed from a point-to-multipoint virtual link. Also, the bandwidth require-
ment of a virtual link may change over time. For an already deployed virtual link, a
change in its characteristics may require changing a substantial part of its suppor-
ting data-paths in order to optimize network resource usage. However, this comes
at the cost of a service disruption, the time the re-embedding of the virtual link is
accomplished. Obviously, this may be painful, if not acceptable, for some applica-
tions. So another research problem addressed in this PhD thesis is to investigate a
re-embedding strategy that reduces service disruptions.

1.2 Thesis contribution

This PhD work contributes to the support of point-to-multipoint end-to-end vir-
tual links, potentially dynamic, and with QoS requirements on a multi-domain SDN
based network, with some of the domains being wireless multi-hop networks. The
proposed contributions are possible answers and solutions to the research problems
described above and covers complementary aspects of the considered problem.

First, a Steiner tree based approach is proposed to effectively support point-to-
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multipoint virtual links with and without QoS requirements on multi-domain SDN
networks. Steiner trees are used for network domain topology aggregation, in other
words, each SDN domain discloses a Steiner tree that includes its border nodes but
also, depending on its traffic engineering policy, some other internal nodes. In com-
parison to the de facto full mesh topology aggregation, our proposed Steiner tree
based topology aggregation leads to a more compact representation of the aggrega-
ted multi-domain network while being suited for computing Steiner/routing trees
in a reduced time. We also propose a shortest path heuristic for the computation of
approximate Steiner trees for topology aggregation but also for the computation of
the global multi-domain Steiner tree on which the point-to-multipoint virtual link
is established. Our experimental results show that the computational complexity
gains and scalability gains brought by our approach comes with a limited loss of
accuracy (optimality) in comparison to the optimal Steiner trees.

The de facto topology discovery service implemented on existing SDN controllers
was designed for wired networks. As a consequence, it lacks many features required
for the wireless context. So, the second contribution of this PhD work defines a
generic topology discovery service for wireless multi-hop networks which relies on a
comprehensive network topology representation with a rich set of links, ports and
nodes attributes.This representation allows the controller to expose customized net-
work views that meet the expectations of various SDN network control applications.
This contribution defines the network representation built and maintained at the
controller as well as the procedures and mechanisms used to establish and maintain
the representation with reduced overhead.

Third, we propose two resource allocation algorithms for the provision of an
overlay network (composed of point-to-point and point-to-multipoint end-to-end
virtual links with bandwidth requirements) in software-defined multi-radio multi-
channel wireless multi-hop networks : an Integer Linear Programming (ILP) based
algorithm and a genetic algorithm. Both consider the specificities of wireless trans-
missions, namely the multipoint nature of wireless links which can be leveraged for
point-to-multipoint links resource allocations, and, the interference between sur-
rounding wireless links. They also consider switching resource consumption.

Last, we propose an ILP-based re-embedding algorithm to cope with dynamic
overlay networks. In contrast to embedding algorithms whose essential focus is on
reducing network resource consumption, the proposed re-embedding algorithms also
considers and minimize the impact or the cost of a redeployment that we express
as a function of the amount of node configurations that are needed to cancel the
old data paths and set up the new ones. Reducing the number of configurations,
indirectly reduces the number of disrupted VLs and their disruption delays.

1.3 Structure of the thesis

This dissertation is organized as follows. Chapter 2 presents the topology dis-
covery service that we propose for SDN based wireless multi-hop network. Then,
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Chapter 3 describes the ILP and genetic algorithms that we propose for embed-
ding virtual links on such networks. Chapter 4 presents the re-embedding of virtual
links when network requirements change, always using ILP and genetic algorithms.
In Chapter 5, we propose an approach to efficiently support multipoint commu-
nications in a multi-domain context, where each domain exposes a synthetic and
aggregated view of its network with Steiner-tree based topology aggregation. Fi-
nally, the general conclusion of this thesis is presented and research perspectives
are proposed in Chapter 6.






CHAPITRE 2

A Topology Discovery Service
For Software Defined Wireless
Multi-Hop Networks

In this chapter, we present a topology discovery service for software-defined
wireless multi-hop network, which is capable of capturing rich information about
the network topology, such as link quality, interference and node characteristics
etc., to effectively support the requirements of higher-layer SDN applications such as
routing, channel allocation and transmission power control with enhanced flexibility.
We analyse the general topology representation required by such SDN applications
and specify the procedures and mechanisms required at the controller and nodes to
maintain this representation. A proof-of-concept implementation of our service on
an SDN enabled multi-channel multi-interface wireless multi-hop network testbed
shows the feasibility of our proposal.

2.1 Introduction

Software-Defined Networking (SDN) has recently emerged as a new paradigm
with the idea of taking control plane functions out of network forwarding devices
and relocating them on remote external computer machines. The SDN architecture
introduces a new entity, called the controller, that interfaces between the network
control functions (or network control applications) and the network devices. It ty-
pically exposes, on the one hand, network or topology discovery services which
provide these latter applications with the appropriate view of the network, and,
on the other hand, some interfaces that let network control applications program
remotely the forwarding devices.

Network and topology discovery services are essential to SDN applications.
They require that the controller maintains a comprehensive view of the network
(a network-wide view of forwarding devices, their intrinsic properties, and their
status) from which it can derive different views, customized to each control appli-
cation. The OpenFlow protocol, the main SDN enabler, provides some procedures
to discover some of the nodes’ attributes, but it doesn’t specify how to proceed
with link discovery and follow-up. To fill this gap, current SDN controllers such as
Ryu[Ryu 2017], OpenDaylight[OpenDaylight 2017] etc. implement OFDP (Open-
Flow Discovery Protocol) [OFDP 2017], which leverage LLDP (Layer Discovery
Protocol)[LLDP 2009] with subtle modifications to perform topology discovery in
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an OpenFlow network, with wired networks as the main target. The resulting net-
work representation that current SDN controllers typically build is limited to the
network topology with few additional information related to nodes and their net-
work interfaces. This is clearly not sufficient in a wireless SDN context since it fails
in capturing crucial characteristics and specificities of wireless links (e.g. broad-
cast nature of wireless links, their intermediate and varying performance, etc.). For
instance, such a network representation assumes that links either work well or do
not work at all and, hence, fails in capturing the intermediate and varying perfor-
mance of wireless links (as opposed to the 0-1 binary representation of connectivity
between wireless nodes).

In this chapter, we propose a new topology discovery scheme that is able to
support effectively the various needs of the network control applications that may
be used in a multi-hop wireless SDN context. The proposed scheme allows the
controller to keep a comprehensive, updated and configurable view of the wireless
multi-hop network with reduced overhead. The proposed service was implemented
on Open vSwitch (OVS) enabled nodes and the Ryu controller and experimented
on a wireless multi-interface multi-hop network testbed.

This chapter is organised as follows. Section 2.2 presents existing work related
to the topology discovery in a wired and wireless SDN context. Section 2.3 presents
legacy topology discovery service for wired SDN networks. Section 2.4 presents
the limitations of existing topology discovery services for wireless SDN multi-hop
networks. Sections 2.5 and 2.6 respectively present the proposed scheme and a
prototype set-up with some experimental results. Section 2.7 concludes the chapter.

2.2 Related works

The network representation built by a typical network topology discovery ser-
vice gathers information on nodes and links characteristics. Some of these are rather
static, i.e. either they do not change over time (e.g. the number of network inter-
faces, the management address). Some other are dynamic meaning that they may
be changing over time, this is for example the case of the wireless link state, the
state of network interfaces (active/inactive), etc.. Existing topology discovery ser-
vices implemented in many SDN/OpenFlow controllers (Ryu, Opendaylight, etc.)
rely on many procedures to collect these informations. Nodes related attributes are
collected using the OpenFlow protocol : the OpenFlow Feature Request/Reply and
port description for static attributes and the OpenFlow EchoRequest / EchoRe-
ply and Port_ Status for the dynamic attributes. For link discovery and tracking,
the OFDP (OpenFlow Discovery Protocol) [OFDP 2017] is used by current SDN
controllers with wired networks as the implicitly targeted network.

OFDP leverages the Link Layer Discovery Protocol (LLDP) with subtle mo-
difications to perform link discovery in an OpenFlow network. As an OpenFlow
switch cannot by itself send, receive and process LLDP messages, the controller
sends periodically a separate packet-out message with a dedicated LLDP packet for
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each port of each switch to discover their one-hop-away neighbours. By doing so,
the controller discovers all available links in the network.

Adapting OFDP directly for a wireless SDN context, however, has several limi-
tations. First of all, a wireless interface in one node may be connected to several
interfaces of other nodes, unlike in a wired network. With the legacy OFDP based
topology discovery service of common controllers, physical multipoint links are not
considered. Secondly, adapting OFDP directly results in a 0-1 binary representation
of links which is far from enough in a wireless context.

In fact, state-of-art work on multi-hop wireless SDN discovers the topology by
exchanging broadcast packets between nodes to learn their one-hop neighbours, then
upload such information to the SDN controller [Ku 2014] [Dely 2011] [Peng 2015].
Most, implicitly assume a 0-1 binary representation of wireless links.

More interestingly, in [Galluccio 2015], a topology management layer is propo-
sed which abstracts the network resources. It can gather local information from
nodes RSSI (Receiver Signal Strength Indicator), distance to the nearest sink node
and battery level) and control their behaviour at all layers, according to the in-
dications provided by the controllers. In [De Oliveira 2015], a TinyOS-based SDN
framework that enables multiple controllers within the WSN, is proposed to use
beacon packets to measure link quality and build neighbourhood table, which is
then sent to the SDN controller. Two methods for link quality measurement are
implemented : Link Estimator[Fonseca 2007] and RSSI. However, even with such
information collected, much knowledge about the network is still missing, as more
sophisticated link metrics are needed for various network applications such as QoS
routing, channel assignment and topology control etc.

2.3 Legacy topology discovery service for wired SDN
networks

The network representation built by existing network topology discovery services
gathers information on nodes, ports and links characteristics. Some are static, i.e.
they do not change during operation (e.g. the number of network interfaces, the ma-
nagement address, etc.) and are discovered when the node joins the network. Some
others are dynamic (i.e. the port state : active/inactive, etc.) and hence need to be
discovered and then monitored. Existing topology discovery services implemented
in many SDN/OpenFlow controllers rely on complementary procedures to collect
such information. Nodes and port related attributes discovery is performed by the
OpenFlow protocol : during OpenFlow node-to-controller session initiation for at-
tribute discovery, and then continuously during the session lifetime for dynamic
attributes monitoring. In existing SDN controllers, link discovery and monitoring
is ensured by the OFDP which, as explained below, is an adaptation of the Link
Layer Discovery Protocol (LLDP) (used by LAN devices to advertise their identity
and capabilities to their surrounding neighbours) to the SDN context.
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FIGURE 2.1 — Main procedures for network topology construction in legacy SDN

Figure 2.1 summarizes the OpenFlow and OFDP procedures that take place du-
ring a node-to-controller OpenFlow session and that contribute to the construction
of the network representation at the controller. Notably,

— The OpenFlow “Feature Request/Reply” procedure initiated by the control-
ler to identify the switch and collect its basic capabilities, complemented
with the OpenFlow “Multipart_ Port_ Description Request/Reply” procedure
which allows the controller to get the attributes of the ports belonging to the
identified switch.

— The OpenFlow “Echo Request/Reply” procedure initiated by the controller
or the node is used to let the controller follow up the presence of nodes. The
OpenFlow “Port Status” notification mechanism is used by the node to inform
the controller about changes in some dynamic port attributes.
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— OFDP is used by existing controllers for link discovery and link state monito-
ring. OFDP is based on LLDP so far as OFDP packets are in fact LLDP frames
encapsulated in OpenFlow messages, namely OpenFlow packet-out messages
when flowing from the controller to the node and packet-in messages in the re-
verse direction. Periodically, the controller issues an OFDP packet destined to
a node with the instruction of relaying the encapsulated LLDP packets on one
of its active ports. Based on pre-installed OpenFlow rules that instruct nodes
to forward LLDP packets to the controller, the receiving neighbor encapsu-
lates the LLDP frame in an OpenFlow packet-in, saving the port on which the
frame was received. Upon the reception of the packet-in message, the control-
ler confirms the presence of a link connecting the above-cited nodes via the
sending and receiving ports. A link is considered down, when no packet-in
messages are received for some period of time or when a new packet-in mes-
sage is received, meaning that the LLDP frame was received on a new port
(that could belong to a new node).

2.4 Limitation of existing topology discovery services
for wireless SDN multi-hop networks

Existing topology discovery services suffer from several limitations when ap-
plied to a wireless context. This is mainly due to the fact that they have been
designed for wired networks. More precisely, many wireless node and wireless port
attributes are missing. For instance, this is the case for node position, velocity
and remaining energy, which could be useful for mobility management, geocasting
or geographic routing. Also, some wireless ports attributes such as the operating
channel, transmission power, supported physical modes, etc. are lacking and would
help for channel assignment, routing, topology control network functions.

Moreover, OFDP provides an On-Off binary representation of links which is
far from sufficient to capture the intermediate and varying performance of wireless
links as required by many network functions and especially routing to select the
best paths.

Finally, the topology discovery service implemented in common OpenFlow
controllers assumes that links are point-to-point, which do not hold for wireless
links where a transmission on an interface is received by all the nodes that sit in
the radio coverage of the transmitting node. Referring back to the OFDP behavior
from Section 2.3 and Figure 2.2, a LLDP frame leaving a wireless interface may
be received by many nodes. As a consequence, many packet-in messages linked to
the same originating LLDP frame are successively delivered to the controller. Each
delivery is interpreted by the controller as a connectivity change with a newly valid
link, which replaces the link discovered thanks to the previously received packet-in
message. Hence, all the wireless links to which a wireless port belongs are not dis-
covered. Instead, the controller notifies a succession of link changes when it should
have discovered the presence of several links between each pair of nodes.
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2.5 The proposed discovery scheme

2.5.1 Network representation at the controller

Many network control functions will be using the network/topology discovery
service, notably routing, channel assignment, topology control for interference mi-
tigation or capacity improvement and mobility management. But, as stated above,
these functions have different expectations on the network view that they get from
the service. As a consequence, the network representation that the controller has to
set up and maintain must cope with all these expectations. Below, we briefly and
broadly describe the main requirements that has led to the network representation
that we propose.

2.5.1.1 QoS routing

In a wireless multi-hop network, one of the most important and challenging
functionality is routing. During the last decade, a plenty of routing metrics were
proposed to capture the varying performance/quality of wireless links or paths in
order to guide the selection of routes. Despite all the efforts, no general purpose
link or path metric has gained complete adhesion from the research community.
Instead, it was established that metrics should be chosen according to applica-
tion requirements, network characteristics (mono or multi-interface, node mobility,
energy constrained nodes, etc.) and the environment in which the network operates
(Table 2.1 non exhaustively lists some of the most known metrics with their res-
pective recommended usage scenario). As a consequence and as presented below,
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our network representation supports multiple link metrics : (1) a set of elementary
metrics that can be combined to derive most of state-of-the-art wireless link metrics
(they are listed in Table 2.1 with the referring compound wireless link metric), and,
(2) some of the most commonly used metrics, namely ETX [De Couto 2003] and
ETT [Draves 2004]. When possible, it also includes some node attributes related to
the available energy or the GPS position which is exploited by geographic routing
algorithms.

2.5.1.2 Channel assignment

The problem of channel assignment is to assign a unique channel to each com-
munication link in the network such that the interference is minimized [Qu 2016].
Channel assignment algorithms usually rely on conflict graphs [Jain 2003] to assign
channels to wireless nodes. In fact, a conflict graph is a representation of the set
of communication links that operate on the same channel (or frequency band) and
interfere with each other, given an interference model. The wireless links are repre-
sented as vertices and, in case of interference between a pair of links, and edge is
drawn, potentially, with a weight that reflects or quantify the level of interference
(e.g. channel usage).

To meet the requirements of channel assignment network control applications,
the channel (or frequency band) on which each network interface operates should be
made available and hence included in our network representation. Regarding, the
assessment of the level interference that each link causes to the surrounding links,
we argue that the diverse wireless links metrics proposed for routing are enough
exhaustive to meet channel assignment expectations.

2.5.1.3 Transmission power control

Topology control is the adjustment of node parameters and modes of opera-
tion so as to modify the topology of the network with the goal of improving
its overall performance, network connectivity, coverage or extending its lifetime
[Labrador 2010]. Transmission power control is at the heart of topology control.
The general idea is to vary the transmission power of some selected nodes’ interfaces
or to turn them on or off to change the network topology [Labrador 2010]. In fact,
transmission power control is an important technique to reduce energy consump-
tion in wireless multi-hop networks. Moreover, in some circumstances, reducing the
transmission power can mitigate interference. Transmission power control requires
usually the knowledge of the transmission power of each node in the network, and
the connectivity between them (called maximum power graph) and the associated
link channel/frequency. Also, the locations of wireless nodes may be needed as in
[Ramanathan 2000], as well as the received SINR [Qian 2009] [Chiang 2007]. More
generally, link quality estimation could also be of help so as to preserve high-quality
links and limit low-quality links.
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2.5.1.4 Mobility management

The objective of mobility management is to maintain the connectivity of mobile
nodes with a given level of performance and little if no interruption despite node
movement. One challenge is to decide when a hand-off should be triggered and
to select the appropriate forwarding nodes that will keep moving nodes connected.
Signal strength measurements and their rate of variation are largely used to infer the
stability of links and routes, such as associativity-based routing (ABR) [Toh 1997]
and signal stability based adaptive routing (SSA) [Dube 1997]. GPS position, speed,
direction and wireless link performance metrics are used to guide the selection of
the forwarding nodes.

2.5.1.5 Summary of main identified requirements on topology repre-
sentation

The requirements of the four presented network applications are quite represen-
tative of what network control applications may expect from a network discovery
service. Table 2.2 lists the required topology representation for those four network
applications. We show that these are expressed as nodes and link attributes to be
collected by the SDN controller’s topology discovery manager. Moreover, Figure 2.3
proposes one possible system architecture in which such nodes and link attributes
are incorporated into the SDN topology discovery service.
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TABLE 2.2 — Summary for Topology Representations and Required Node & Link Attributes

Wireless SDN Application

Typical Topology Representation

Required Dynamic Node Attributes

Required Dynamic Link Attributes

QoS Routing

Link Metric Graph

Remaining energy, localization, interference level

Link connectivity, packet delivery ratio, channel usage,
RSSI, SINR, SNR

Channel Assignment

Conflict Graph

Link connectivity, channel usage of each link, link metric

Transmission Power Control

Maximum Power Graph

Localization, transmission
power,

Link connectivity, channel usage of each link, SINR,
link metric

Mobility Management

Connectivity Graph and localization

Localization (GPS),
speed, direction

Link connectivity, RSSI
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2.5.2 Topology construction and maintenance

Three design principles are at the heart of our proposed topology discovery
service : (1) genericity in the sense that a plenty of nodes and link attributes can be
made available to a variety of network control applications; (2) configurability in
the sense that the network topology that is built at the controller is configured and
set according to the needs of network control applications that are running. From
these needs, the network topology discovery service of the controller derives the
attributes to collect. It consequently configures application agents running on the
wireless nodes to proceed with local configurations as well as some measurements at
nodes or wireless links to which nodes belong. The collected values are then sent to
the controller following some procedures. (3) efficiency, in that the traffic overhead
induced by the topology discovery is reduced.

The general behaviour of the proposed topology discovery service relies on and
extends the de facto service implemented by many common SDN controllers for
wired networks. It mainly proposes some modifications and extensions to make it
work effectively for wireless multi-hop networks, namely the OpenFlow protocol
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and OFDP.

2.5.2.1 Wireless node and port related attributes integration

The OpenFlow session establishment, which is initiated by the OpenFlow

wireless node, goes through a sequence of steps : OpenFlow version negotiation,
node and then port features discovery.
Most of the missing nodes attributes are dynamic and requires node to controller
exchanges to keep these attributes up-to-date. Our proposal is to use the OpenFlow
EchoRequest / EchoReply procedure to convey these node and port related attri-
butes that change over time. These are symmetric messages and can be initiated
by a node at will.

Other  supplementary  port attributes are discovered with the
OFPT_MULTIPART REQUEST/REPLY  procedure which includes a
OFPMP_PORT DFESC structure that gathers port characteristics. Since wireless
ports are not yet considered by the OpenFlow 1.5.1 specification [OpenFlow 2015],
following the same logic as for Ethernet ports, without loss of generality, we
propose the WLAN port description properties data structure as depicted on
Listing 2.1 to gather the missing port attributes presented in Table 2.2. The static
attributes (i.e. not changing over time) are discovered following the procedure
described above while the dynamic ones (i.e. changing over time) are maintained
using the OFPT _PORT STATUS procedure of the OpenFlow protocol.

9

Listing 2.1 — WiFi port description property

/* wifi port description property. */

struct ofp_port_desc_prop_wifi {
uintl6_t type; /* OFPPDPT_WIFI. %/
uintl6_t length; /* Length in bytes of the property. x*/
uint8_t pad[4]; /* Align to 64 bits. x/

/* Bitmaps of OFPPF_* that describe features. All bits zeroed if
unsupported or unavailable. */
uint32_t channels_curr; /* Current used channels */
uint32_t channels_supported; /* Supported channels */
uint32_t phy_modes_curr; /* Current used PHY modesx*/
uint32_t phy_modes_supported; /* Supported PHY modes x*/
uintl6_t antenna_sensitivity; /* antenna sensitivity*/

uintl6_t tx_pwr_min; /* Minimum TX power */
uintl6_t tx_pwr_max; /* Maximum TX power */
uintl6_t tx_pwr_curr; /* Current TX power */

2.5.2.2 Wireless link metrics integration

OFDP messages are actually LLDP frames encapsulated in an OpenFlow packet-
out message, generated by SDN controller. As shown in Figure 2.4, each LLDP frame
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starts with the following mandatory TLVs : Chassis ID, Port ID, and Time-to-Live.
The mandatory TLVs are followed by optional TLVs. The frame ends with a special
TLV named end of LLDPDU.

As explained above, agents are configured and deployed on wireless nodes in
order to measure the required wireless link performance metrics. The values col-
lected at the nodes are then delivered to the controller. Our approach is to take
advantage of the OFDP packets that are sent periodically for link discovery and
maintenance by exploiting the optional TLVs of LLDP packets (one TLV per perfor-
mance metric). When sending an OFDP message, the controller adds the optional
TLVs related to the performance metrics to be updated. When receiving the OFDP
message and parsing the optional TLVs, a node deduces the performance metrics
that are actually needed by the controller and updates the TLVs with the last
measured value and then transmits the OFDP packet back to the controller.

This procedure requires from the wireless nodes to process LLDP messages
(parse and modify its fields). In practice, a standard Open vSwitch enabled node
do not have this capability since only two operation modes with respect to LLDP
messages have been implemented : "LLDP disabled mode" which is the default mode
when OpenFlow is enabled, in which LLDP are simply forwarded by the node
to the controller without any processing, and the "LLDP enabled mode" which
corresponds to the standard use of LLDP where LLDP fields are generated by
the switching nodes and processed by the receiving neighbouring node but never
forwarded. For our proposed topology discovery service, we have defined a new
intermediate operation mode, where switching nodes are not allowed to generate
LLDP packets (this is the responsibility of the controller), but are allowed to process
and forward LLDP packets.

ChassisID| Port ID TTL Optional | Optional Optional End Of
TLV TLV TLV TV1 TLV 2 TLVN LLDPDU TLV

FiGURrE 2.4 — LLDPDU content

2.5.2.3 Multipoint wireless links

Concerning the multipoint wireless link issue, the problem comes from the
controller logic. Indeed, when an OFDP packet-in is received, the controller extracts
from the packet the source node, destination node and the sending and receiving
ports. Then, it fetches from the list of existing links an entry that matches the
source address and its outgoing port (regardless of the destination address and its
port). In case of no match, a new link is added. If an entry is found, the destination
address and port number are checked and if they do not coincide, the link is consi-
dered as obsolete and replaced with the new one. So our proposal is to include the
destination address and receiving port in the match process and consider a link as
obsolete in case of a predefined number of missing updates.
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2.5.2.4 Configurability

FEach running network control applications expresses the network view it needs
with the associated attributes. For some dynamic attributes, it may also specify a
refresh period or a condition that triggers the update. From all the needs of running
network applications, the controller derives and updates the set of attributes to
collect with their refresh periods or conditions. It consequently configures topology
discovery agents deployed in wireless nodes to proceed with local configurations as
well as node, port and link attributes measurements. These configurations can be
performed by the OF-CONFIG protocol [OF-Config 2010] based on an attributes
configuration data model in the YANG language. For example, the following three
YANG data models can be used for modelling node attributes, link attributes and
the configuration.

typedef node_attributes {

description "enumeration of node attributes that could be
collected"

type enumeration {
enum GPS;
enum battery;
enum velocity;
enum transmission_power;
enum CPU;
enum memory;

typedef link_attributes{
description "enumeration of link attributes that could be
collected"
type enumeration{
enum ETX;
enum ETT;
enum RSSI;
enum SNR;
enum SINR;
enum channel;
enum EAR;
enum RTT;
enum PktPair;

container information_collection_configuration {
config true;
list collect_node_attributesq
type node_attributes; }
list collect_link_attributes {
type link_attributes; }
leaf report_interval_node_attributes { type int32; }
leaf report_interval_link_attributes { type int32; }
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2.5.2.5 Efficiency

It is crucial to reduce the control traffic in wireless networks in order to limit
its impact on the performance experienced by user traffic. The global view of the
network maintained at the controller sheds the light on topological properties of the
network such as the level of importance of nodes or links with respect to the active
routing paths and, hence, how severe the consequence is, if they fail or if some of
their attributes are not fresh.

The main idea to reduce the control traffic is to adjust the distribution fre-
quency of node/port (respectively link) related attributes according to the level
of importance of the node (resp. the link). Depending on the SDN application and
traffic transmission patterns, different centrality metrics (betweenness centrality, ei-
genvector centrality, PageRank) [Centrality 2018] can be used to measure the level
of importance.

2.6 Implementation and experimental results

2.6.1 Implementation on Open vSwitch and Ryu controller

Our implementation applies to Open vSwitch (OVS) enabled wireless nodes and
to the Ryu controller. Extensions to the source code of OVS aim at adding the new
operation mode described in Section 2.5, which allows OVS to process and modify
LLDP packets before sending them back to the controller. In the kernel space of
OVS, each packet goes through the vport, datapath and then OpenFlow table. In the
legacy "LLDP disabled mode" of OVS, if the packet is detected as an LLDP packet, it
is sent to the controller via a packet-in message (shown by the path D@3 in Figure
2.5). With our implementation, instead of sending the packet to the SDN controller,
it is sent via netlink (which is used for upcall between OVS kernel and ovswitchd)
to the userspace LLDP Agent (shown by the path D@@). In the user space of
OVS, the LLDP Agent, retrieves link metrics measurements from the “LinkMetric”
Agent. The list of link metrics measured by the “LinkMetric” Agent is retrieved
from OVSDB-server, which, as explained above, receives configuration from the Ryu
controller via OFCONFIG. Link metrics measurements are added to the appropriate
TLVs fields of the LLDP frame. Afterwards, this latter is encapsulated into an
OpenFlow packet-in and transmitted to the Ryu controller (shown by ®). Ryu
controller is modified in such a way that LLDP TLVs subtypes and field descriptions
are added in its LLDP parser. On a LLDP packet-in reception, TLVs are parsed
and link metrics are extracted and made available to the network representation
maintained by the controller.
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2.6.2 Application and validation on an experimental testbed
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FIGURE 2.6 — Experimental testbed

A testbed has been setup to validate our proposals. It consists of 17 OpenWRT
nodes (Bannana Pi and Avila gateworks) with one to three WiFi interfaces. The
OpenFlow support has been added by embedding an OVS switch on each node.
As shown in the Figure. 2.6, different WiFi channels are used to 