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Resume

Studying and understanding the phenomenon of acoustic waves has been a great
challenge for researchers whose beginnings are shown in chapter one started with
a historical recount of 2700 years before Christ until today, for which different
methods have been developed to perform the measurement of small variations
in air pressure when altered by a mechanical wave produced by a sound source,.
being the discovery more recognized at the moment by Ciddor and Reginald
R. Hill whose discovery on the index of refraction of the air were published in
different articles and accepted by Birmingham International Geodesy Associa-
tion (IAG). All the information developed was presented in data analyzed in
one dimension, which did not allow an adequate understanding of the propa-
gation of the acoustic field in space, so that methods for obtaining images in 2
dimensions of sound were developed, which helps understand the spatial char-
acteristics of a field, material and environment. Among the most used methods
are the Schlieren method, Shadowgraph method, arrangements of microphones
(acoustic chambers) and in this thesis we finished with an analysis of the laser
Doppler vibrometry method. Thus, the method that obtains a high spatial res-
olution is the one used by a microphone array, this method is very useful, except
for the dispersion of the wave due to the presence of the instruments in the field
of measurement. Therefore the optical method overcome these problems due
to its non-contact nature. In chapter two we can find a theoretical explanation
about the technique based on the feedback of optical interferometry (OFI) de-
scribing the model of Fabry - Perot applying the model of three mirrors, with
its formal equations of Lang and Kobayashi in which the parameter of feedback
C an important role in the behavior of the laser under reinjection. With this
information obtained by the OFI system, a system has been designed to acquire
the signals of the propagation of an acoustic field in a point, a dimension and
two dimensions. Obtaining images with variation of acoustic pressure over time
and an image of acoustic pressure behavior in space. For chapter three, the
tomography technique has been applied to obtain the third dimension, so that
a visualization of the acoustic field in three dimensions f (x, y, z) is achieved. If
you plan on time as another dimension you can see a function that represents
the propagation of the acoustic field in four dimensions f (x, y, z, t).
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Introduction

The visualization of pressure waves is a subject of major interestthat researchers
seek to solve for several centuries now. However, while the acoustics have been
developed with a solid base in the early ages of modern physics, the optics did
not have the similar solid knowledge until Maxwell’s equation was revealed and
later with the quantum physics that have led to the invention of lasers.Using
optics to observe acoustic phenomena requires a strong interaction between the
two types of waves that is achieved by the acousto-optic effect as it links the
refractive index of a transparent medium to the molecular density and then
to the local pressure. Thus sound will directly impact the velocity of light in
the medium where it propagates, but it will also impact the light propagation
direction or the phase of the electric field of the light wave. Interferometric
systems in the optical domain are well fitted to address acoustic sensing as they
are by nature sensitive to the phase information of the light wave.

The objective of this thesis is to investigate, develop and experiment a
method to visualize acoustic waves that is based on the Optical Feedback
Interferometry (OFI) which is possibly the simplest possible interferometric ar-
rangement as it is reduced to the laser source cavity where the light source
is generated but also where the interference occurs and where it is detected.
The sensor system developed in this work at first to measure pressure changes
at a single point, is then extended for observation of acoustic phenomena in
two dimensions and eventually in three dimension using a tomographic inspired
reconstruction method. Through measurements we have shown that the mea-
surement system not only allows visualization of the propagation of a pressure
wave, but that it can be extended to the determination of some parameters of
the pressure waves such as the location of its origin or to a focus point when
focalized.

In chapter 1, a brief history of the sound is made that pursue to discuss
the works that are focused on measuring the refractive index in media that
are altered by an acoustic wave. Then a brief description of the fundamental
characteristics of the acoustic waves is made in order to set the definition of
sound parameters. An analysis of the different visualization methods for sound
fields is proposed. Among these methods, we have focused on: the microphone
arrangements, which are the more traditional method to observe pressure waves
in acoustics; schlieren imaging and shadowgraphy a quite ancient method that
was developed with the photography; Laser Doppler Vibrometry (LDV) systems
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which are the closest to the OFI system that is the subject of this PhD thesis.
Chapter 2 presents the fundamentals of the optical feedback effect in the

case where the laser light interacts with the variation of the refractive index of
the transparent medium in the external cavity. A derivation of the equations
details the physics that supports the phenomenon. The rate equations that
constitute the theory of lasers subject to external feedback are analyzed to
develop a simple system that senses the variation of the refractive index. An
experimental system based on an external mirror set at a fixed distance was
designed to acquire the refractive index variation. It was then extended, first to
realize a system which perform the characterization of acoustic source radiation
pattern, then in a second time to perform 2D images of pressure waves.

In Chapter 3, we present a methodology to perform 3D images of acoustic
waves. The processing methods that is based on the computed tomography
technique is ruled by the inverse Radon transform. We present an experimen-
tal setup that is capable to acquire the data that will be processed to produce
3D images. This setup is then tested for different acoustic configurations with
one, two and seven acoustic sources, producing various acoustic waves interfer-
ences.We have tested the capabilities of the OFI technique to acquire, measure
and visualize acoustic waves. We demonstrate in this way that OFI is a suitable
technique to be implemented in the measurements of variations of the refrac-
tive index with reasonable resolution. The results obtained presented in the
third chapter clearly emphasize the possibilities that the OFI system presents
as a new simple optical technique for sound visualization and wave character-
ization, becoming a powerful method of non-intrusive observation of acoustic
phenomena.



Chapter 1

Sound field visualization

The visualization of physical phenomena is one of the challenges that researchers
try to perform by the design and the implementation of different sensors pro-
viding an information close to reality through changes in the values of physical
available parameters. The acquisition, processing and visualization of the vari-
ations of physical phenomena always provided a better understanding of the
problem under study, and throughout history human beings have been develop-
ing visualization systems as for example with the development of photography
since 1880 in which the cameras, and what they capture, changed our perception
of the world and of ourselves forever.

A variety of methods to understand sound propagation through a visual
representation or image have been developed for more than 300 years. Scientists
have sought to visualize an audible phenomenon in particular, to develop a visual
representation of sound waves helping understanding the phenomenon [1]. The
common method uses transducers capable of detecting the two fundamental
components that are the acoustic pressure and the particle medium velocity, or
in other words, the kinetic energy and the potential. There is a close relationship
between the vectors that carry directional information of particle velocity (id
est kinetic energy) and the scalar magnitudes of sound pressure and potential
energy. These quantities provide information about the physical phenomenon
evaluated in a given position, and a representation of the distribution of the
acoustic field in space is achieved by means of a map of levels.

In this chapter we will discuss the nature of the sound and then present the
main methods of visualization of the acoustic field that are: arrays of micro-
phones, the schlieren and shadowgraph method, and laser visualization doopler
vibrometer .

1.1 Brief history of the sound

Pythagoras (570-497 BC) observed that the movement of air generated by a
vibrating body that sounds a single musical note is also vibratory and of the
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same frequency as the body. Aristotle (384-322 BC) stated that vibrating ob-
jects emitted sounds, and these vibrations hit the air around it and make it
vibrates which in turn makes the surrounding air to vibrate and so on. Vitru-
bius (90-20 BC) explained that true sound waves travel in a three-dimensional
world not as circles, but rather as spherical waves that extend outward from the
source.

Leonardo da Vinci (1452-1519) mentions that if there is no percussion or
movement of air there can be no sound, in his experiments he correlated the
waves generated by a stone thrown into the water with sound waves as similar
phenomena. Marin Mersenne (1588-1648), French philosopher of the community
of Franciscan friars, made the first scientific description of an audible frequency
of 84 Hz, his publication is entitled ”En Harmonie universelle”.

Pierre Gassendi (1582-1655), tried to demonstrate that the speed of sound
was independent of tone. Robert Boyle (1626-1691) assisted by Robert Hooke
(1635-1703) showed that air as a medium is necessary for the production and
propagation of sound. Joseph Sauveur (1653-1713), proposes the term acoustic
(sound in Greek) for the science that studies sound. He additionally defined the
following terms: fundamental, harmonics, node and ventral segment. Narciso
Marsh (1683), bishop of Ferns and Leighlin, used the term ”acoustics” to de-
fine direct sound differentiating it from the sound produced by a reflection or a
diffraction. Franciscus Mario Grimaldi (1613-1663) published his experimental
diffraction studies, which were used for both acoustics and light. Isaac Newton
(1642-1726) and Gottfried W. Leibniz (1646-1716), developed a series of exper-
imental measurements including the theoretical derivation of Newton’s sound
velocity. Hooke (1678) announced his law about deformation, which was the
basis of theories of vibration and elasticity. Christiaan Huygens (1690), Dutch
astronomer, physicist and mathematician, presented his works entitled ”Treatise
of light” giving a complete explanation of the phenomena of light and sound,
finding a close relationship between these two phenomena. Count Giovanni L.
Bianoni (1717-1781) of Bologna and Charles M. de la Condamine (1701-1773)
discovered the influence of temperature on the speed of sound. Ernst Flo-
rens Friedrich Chladni (1756-1827), German physicist and musician, was able
to make the measurements of the speed of sound trough a method based on
torsional vibrations and with the help of vibrating rods and resonant tubes.

Thomas Young (1773-1829) and Augustin Jean Fresnel (1788-1817) indepen-
dently explained the principle of interference.

Lord Rayleigh (1842-1919) presents his work on modern acoustics, whose
research is included in his work ”The theory of sound” in two volumes, being a
new procedure for measurements of acoustic vibrations.

In 1916, Langevin and Chilowsky echoed the bottom of the ocean and a
shield plate at a depth of 200 m. Reginald A. Fessenden (1866-1932), developed
a mobile coil that operates at frequencies in the range of 500-1000 Hz which is
a transducer that generate signals underwater.

In 1922 Leon Brillouin French physicist was the first person to observe the
interaction between light and sound [2]. Debye and Sears in America and in-
dependently Lucas and Biquard in France measured the diffraction patterns of
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light driven by high frequency sound waves [3, 4]. Between 1935 and 1936 Ra-
man and Nath proposed a general model to describe the diffraction of light using
ultrasonic waves capable of determining the angle and intensity, when the inci-
dent light was normal or oblique to the acoustic waves [5]-[9]. In 1939 H. Barrell
and J. E. Sears presents a breakthrough in the accuracy of the determination of
refractive indices of air. The work was the basis for other investigations in this
field. Currently, Barrell and Sears equations are widely used [10].

In 1953 B. Edlén evaluated several experiments by different authors, includ-
ing Barrell and JE Sears and in 1966 Edlén published the dispersion equation
for standard air [11], analyzing the dependence of refractive index of air un-
der atmospheric conditions and using the Lorenz-Lorentz air density equations,
these equations are used in geodesy and metrology. In 1963, at Berkeley, the
resolution of the International Union of Geodesy and Geodynamics IUGG rec-
ommended the procedures of Barrell and J. E. Sears and Edlén. IUGG also
introduced the simplified Barrell-Sears procedure equations. In 1967 the year
after the publication of Edlén, Owens published an article [12], in which he ex-
amined the dependence of the refractive index on air density. Achieving better
results with high temperatures and humidity.

In 1972, Peck and Reader carried out in its research work the measurement
of 8 different wavelengths in the infrared spectrum and discovered in its ex-
perimentation some differences with the formula of Edlén of 1966 and error
in the data of Peck and Khanna that Edlén used. In this year the dispersion
equation was published which was valid for a very wide range of 230-1690 nm
wavelength [13]. The simplified two-term dispersion formula looks as:

(n− 1)· 108 =
5791817

238.0185− σ2
+

167909

57.362− σ2
(1.1)

where: σ is the wavenumber computed as σ = 1/λ.

In 1993, Birch and Downs presented a new formula for air density, the re-
fractivity of water vapors, the change in CO2 concentration and also the change
in the temperature scale, thus questioning the Edlén equations [14].

The limitations in the uncertainties of pressure, temperature and humidity
measurement, etc. . . result in 3 σ of uncertainty of ± 3 x 10−8 for the revision of
the Edlén equation. However, when the equation is used in practice, the total
uncertainty associated with the calculated value of the air refractive index could
be increased to approximately ± 1 x 10−7.

In 1999, the Birmingham International Geodesy Association (IAG) published
a resolution regarding the refractive index of air, correcting the 1963 equations
recommended by IUGG for standard geodetic purposes up to 1 ppm:

In 1996, 1999 and 2002 E. Ciddor and Reginald R. Hill, published a series
of articles [15]-[17] that dealt with the refractive index of the phase. Their 1999
paper was an update of 1996 with small modifications while in 2002, additional
research on CO2 and dispersion equations are presented, although the authors
did not observe significant effects on their results, with differences lower than
3 · 10−9.
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Given the complexity of the set of equations developed by Ciddor and Hill, a
matlab code has been developed and published [18] with which the air pressure
and the refractive index have been simulated as shown in the figure 1.1.

Figure 1.1: Refractive index simulated

Simulation of the refractive index (bottom figure) using Muelaner imple-
mentation of Ciddor equations for a sinusoidal modulation of the pressure the
air pressure (top figure) with P − P0)/P0 with P0 being 1.013 · 105 Pa and
(n− n0)/n0 with n0 the first value on vertical axis (botton figure)

1.2 Physical principles of sound

Sound is a form of energy whose wave propagates as a vibration of the molecules
(or particles) that constitute the medium around their positions of equilibrium
(or state of rest). Under small variations of pressure (acoustic pressure) collision
of the molecules (or particles) leads to the transmission of the deformation
induced by this micro-displacement.

The molecules return to their original resting position, once the disturbance
has ceased, so that it could be said that the sound is a propagation of energy in
a material medium without transport of matter. Thus to propagate an acoustic
wave, a medium such as air, water, etc., whose particles have a liberty of move-
ment in the propagation direction while the waves are of the longitudinal type.
Therefore the sound can not propagate in a vacuum.

However, when the sound propagates in solid elements, shear forces arise
due to the microscopic structure of these elements, producing transverse waves
that are added to the longitudinal waves.
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Figure 1.2: (a)longitudinal waves (b)Transverse waves

When the acoustic field evolves in a homogeneous, isotropic and unob-
structed medium, the wave of an ideal source propagates identically in all di-
rections as a spherical wave.

However, when the distance from the sound source to the receiver is large
regarding the dimension of the receiver, the acoustic wave is considered as a flat
wave.

1.2.1 Acoustic Pressure, Particle speed, Acoustic inten-
sity and Acoustic power

Acoustic pressure

Sound pressure is defined as the fluctuations, above or below the normal or
static value of medium pressure, which occur when a sound wave propagates
through it. The human ear is capable of detecting sounds whose amplitude is
between a minimum of 20 µPa, and a maximum of about 20 Pa, where the pain
threshold is located. While defining the static pressure as P0 we have:

Ptotal = P0 + p(t), (1.2)

where: p(t) is the acoustic pressure which is sensed by our ears.

p(t) = Pmax cos(ωt + ϕ) (1.3)

with ω = 2πf is the angular frequency
The magnitude of P0 and p(t) are very different, under conventional atmo-

spheric conditions the static pressure P0 is equal to 1013 hPa, while fluctuations
acoustics rarely exceeds a few tens of Pa. The effective pressure peff between
two instant t1 and t2 is defined by:

p2
eff =

1

t2 − t1

∫ t2

t1

p2(t)dt (1.4)

The effective pressure for the case of a purely monochromatique sound (a
single frequency) is

prms =
Pmax√

2
(1.5)

17



According to the International System of Units, the density of the sound
propagation medium, ρ, is equal to the mass per unit volume of the medium in
kg/m3. The air density at standard temperature and pressure (20°C and 1 atm)
ρ0 is approximately 1.21 kg/m3. The density of the gases increases when the
pressure increases and decreases when the temperature increases.

The speed of sound

The speed of sound, usually indicated as cs, depends on the medium of propaga-
tion, as well as the state of the medium. In the case where a sound propagates in
a perfect gas, its velocity will depend on its molar mass M and its temperature
T :

cs =

√

γRT

M
, (1.6)

where γ=Cp/ Cv is the heat-capacity ratio for the perfect gas at constant pres-
sure (Cp) to heat capacity at constant volume (Cv), and the universal constant
of perfect gases R=8.315 J·K−1·mol−1 The speed of sound propagation, cs, the
frequency f , and the wavelength Λ, are related by the following equation:

cs = f · Λ (1.7)

The propagation speed of sound cs in air is 343 m/s, at 20◦C and 1 atm. At
other temperatures it can be calculated using:

cs = 332 + 0.6Tc (1.8)

where Tc is the temperature expressed in Celsius.

The acoustic intensity

The acoustic intensity is the acoustic energy that passes through a unit of surface
per unit of time: W/m2. In general, it is defined in a given direction.

−→
I = p · −→u (1.9)

In a free-field environment, id est without reflected sound waves and away
from any another disturbance, the sound intensity is related to the quadratic
mean square acoustic pressure as in (1.10).

−→
I =

p2
rms

ρcs
(1.10)

with ρ the density of air (kg/m3) and cs the speed of sound (m/s).

The quantity, ρcs is the ”acoustic impedance” and is equal to 414 Ns/m3 at
20◦C and 1 atm.
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The acoustic power

The acoustic power Ws is obtained by integrating the sound intensity of an
imaginary surface surrounding a source. Therefore the power, radiated by an
acoustic source is:

Ws =

∫

S

(
−→
I · −→n )dS, (1.11)

where −→n is the normal vector to the surface.
For a sound source that produces uniformly spherical waves (or that radiate

in all directions), the most convenient way to calculate Ws is 1.11:

Ws = 4πr2I, (1.12)

where r is the distance from the source.

Sound pressure level (SPL)

The range of sound pressures that the human ear can hear is wide. The minimum
audible sound pressure for the young human ear that is considered healthy and
immaculate from excessive exposure to excessively loud music is approximately
20 · 10−6 Pa.

A sound wave with a frequency of 40 Hz is at the limit of the minimum
audible level due to molecular motion. At this frequency the sound pressure
level will be affected by the thermal noise due to the movement of the molecules
in air. In normal human hearing, pain is experienced with sound pressures of
the order of 60 Pa or 6 · 10−4 atm.

A linear scale for sound pressure would require 1013 unit divisions to cover
the range of human audition so a logarithm scale is used, and the sound pressure
level Lp [19] in decibel (dB) is defined with regard to a pressure of reference pref

as:

Lp = 10 log10

(

p2
rms

p2
ref

)

(1.13)

The reference pressure corresponds to the lowest sound pressure that can be
detected by the young normal ear. The acoustic pressure value is a measured
accoding to international regulation in rms with pref = 2 · 10−5 N·m−2 that
corresponds to 20 µPa [20].

Sound Intensity Level

The sound intensity level, LI , can be defined similarly to the SPL in dB as:

LI = 10 log10

I

Iref
(1.14)
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where Iref is an internationally agreed reference intensity of 10−12 W/m2. The
relationship between the acoustic intensity and the pressure in the far field of a
source is:

LI = Lp + 10 log10

100

ρcs
= Lp + 26− 10 log10(ρcs) (1.15)

The values at 1 atm and 20◦C of the characteristic impedance ρcs is 414 kg·m−2·s−1

so that
LI = Lp − 0.2 (1.16)

Sound Power Level

The sound power level, Lw (or PWL), can be expressed as

Lw = 10 log10

W

Wref
(1.17)

Where the reference power Wref is 10−12 W.

1.2.2 Definitions of the sound field

Near and Far field

In the region near a sound source there is a particular phenomenon in which
sound waves have a complex behavior without a fixed relationship between
pressure and distance. In this region the acoustic pressure and the speed of
the acoustic particle are not in phase and the energy of the sound circulates
back and forth with the vibrating surface of the source, without escaping or
propagating.

The extension od the near field region where these interferences occur is
determined by he ratio of the oscillator diameter D to its wavelength Λ.

z =
D2 − Λ2

4Λ
(1.18)

In most practical cases the diameter is much larger than the wavelength and
we can simplify as:

z ≈ D2

4Λ
= N (1.19)

N is called the near-field length, and is an important characteristic of the
sound field, since most of the experiments and simulations are conducted in the
far field region where the acoustic wave have a well-defined behavior.

Direct field

The direct field of a sound source is defined as the part of the sound field that
has not suffered any reflection of any surface or obstacle in the propagation
region.
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Reverberant field

The reverberant field of a source is defined as the part of the sound field radiated
by a source that has experienced at least one reflection from an obstacle.

1.3 Microphone based imaging of pressure waves

The most traditionnal method to measure pressure waves remains the one that
uses mechanical microphones. It is simply based on the detection of the displace-
ment of membranes that are subject to pressure fluctuations. The detection of
the membrane vibration can be done by inductive, capacitive, piezo-electricity
based or even optical methods. By default, it is a localized measurement but
well-established techniques can be used to reconstruct the image of the wave
that propagates.

The principle of the reconstruction requires a minimum of 4 microphones
which location in the network of microphones is perfectly known and for each
of them, the amplitude and the phase of the detected pressure variations is
recorded. Thus, depending on the the geometry of the microphone array, pro-
cessing algorithms are developed which in most of the cases are designed to
locate individual sound sources and estimate their emitted SPL.

At the end of the 80’s, AT & T Bell Lab carried out several experiments
applying a great variety of microphones in their designs [21].

The design started with a matrix of microphones arranged in 9 columns and
7 rows in an area of 1 square meter, the second system included 400 microphones
[22] and was implemented in an auditorium for the capture of directional audio
to support remote conferences in conditions of noise and reverberation. The
matrix consisting of 512 microphones was designed by the Brown University
[23], by the group of Laboratories for Human / Machine Engineers (LEMS) and
was called Huge Microphone Array (HMA).

Meanwhile a matrix with 1020 microphones was built by the Massachusetts
Institute of Technology (MIT), this project called the Large Academic Data Set
(LOUD, for its acronym in English) of the Laboratory of Artificial Intelligence
and Computer Science (CSAIL, for its acronym in Spanish). English) holds the
world record for the largest number of microphones in a single matrix [24]. The
LOUD design consisted of a series of rectangular panels of microphones 180 cm
wide and 50 cm high.
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Figure 1.3: LOUD 1020-node microphone array.[24]

The imaging of acoustic wave based on localized microphone has then taken a
great advantage in using Micro-Electro-Mechanical Systems (MEMs) to replace
the traditional microphones. As compared to the traditional microphone, the
MEMs provide higher compactness and accuracy in the phase detection (see for
example Fig. 1.4 [25]).

Figure 1.4: MEMS array board.[25]

Thanks to the high resolution image they can provide, the array of MEMs
are nowadays the standard in use both in research institution and in industrial
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applications [26]-[30]. Nevertheless, they remain intrusive methods and the high
resolution comes with a high number of microphones and thus with an important
cost. In these conditions, non-intrusive methods such as optical sensing may be
of great interest in certain applications.

1.4 Refractive index imaging Systems

1.4.1 The interaction between sound and light

Sir William Henry Bragg and Sir William Lawrence Bragg demonstrated that
diffraction patterns could be explained by means of the so-called Bragg law that
was formulated for the study of x-rays in 1913 [31] linking the light and sound for
certain angles of incidence. Between 1935 and 1936 Raman and Nath proposed a
general model to describe the diffraction of light by ultrasonic waves [5]-[9],[32].
With the advent of laser technology in the 1950s, several studies reviewed the
acousto-optic effect in the high frequency ultrasonic range [33]-[35].

The existence of an interaction between ligth and pressure was predicted by
Brillouin [36] in 1922. Experimental verification followed in 1932, by Lucas and
Biquard [37] in France, and Debye and Sears [38] in the USA. The original theory
predicted a phenomenon similar to the X-ray diffraction in crystals where, in the
latter, the atomic planes cause multiple reflections of an incident electromagnetic
plane wave. These reflections constructively interfere for certain critical angles
of incidence, thus causing a general reflection. In acoustic, the role of the atomic
planes is assumed by the compression and rarefaction planes.

For a propagating acoustic wave, in the regions where the medium is com-
pressed the density is higher and so is the refractive index while where the
medium is dispersed, its density and the refractive index are lower.

The refractive index variations caused by the acousto-optic effect correspond
to the product of the piezo-optic coefficient multiplied by the acoustic pressure,
and this product is much larger in water than in air. The typical ultrasonic
pressures in underwater measurements range from a few kilopascals to a few
megapascals, while in the air they are usually below a few hundred pascals.

Since optical frequencies are much greater than acoustic frequencies, the vari-
ations of the refractive index in a medium perturbed by sound are usually very
slow in comparison with an optical period. There are therefore two significantly
different time scales for light and sound. Therefore, an adiabatic approach can
be used in which the problem of optical propagation is solved separately at each
instant of time during the relatively slow cycle of the acoustic cycle, always
treating the material as if it were a non-homogeneous static medium (frozen).
In this quasi-stationary approximation, the acousto-optic, becomes the optics
of an inhomogeneous medium (usually periodic) controlled by sound.

The change of the refractive index is proportional to the square root of the
acoustic intensity.

∆n0 =
√

1/2MIs, (1.20)
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where M = (ϑ2n6)/(ςc3
s) is a parameter of the medium that represents the

effectiveness of sound in altering the refractive index, with ϑ the mass density
of the medium, and ς the photoelastic constant (or strain-optic coefficient).

The simplest form of interaction of light and sound is the partial reflection
of an optical wave by the stratified parallel planes that represent the variations
of the refractive index created by an acoustic plane wave (see Fig. 1.5) thus
possibly resulting in a Bragg diffraction effect.

Figure 1.5: Reflections in homogeneous medium

1.4.2 Schlieren imaging Systems

The schlieren imaging system has been widely used to image fluid flows but
its principle is efficient also in acoustic studies. The word schlieren is derived
from the german word schliere and refers to the stripe appearance of the fluid
flow that is shown through the schlieren imaging system [39, 40]. Schlieren’s
rudimentary techniques have been implemented for much longer than scientists
have cited, before being used as a fluid dynamics tool, they have also been
applied to optical components in telescopes and microscopes. This method
allows a dynamic and direct visualization of the phenomenon and its analysis is
based on qualitative visual studies [41]. It has been initially carried out initially
by Hooke, Huygens and Foucault [40].

During the 20th century, techniques proposed by Toepler and Schardin in
the study of aircraft shock waves, the mixture of liquids and gases and color
filters were implemented to obtain quantifiable data [42]-[45].

Currently, the development of new digital cameras and computers with high
performances has allowed the possibility of quantifying and qualifying the in-
vestigations that determine the field density through integrations of gradient
measurements in the field [42]. This Schlieren image processing method relieve
the problem of focus discrepancies and allows encoding spatial and angular
information [46] which allows operation in fields such as biology, physics and
environmental engineering [47, 48].

The schlieren image are result of Snell’s law, which states that light slows
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down after interaction with matter. The light that travels in homogeneous
media at a constant speed and direction then meet with inhomogeneous media
(like fluids in movement, pressure waves,...) where the light rays are refracted
and deviate from their initial trajectory.

The method is based the observation of the intensity pattern of light obtained
on a screen or a camera sensor that is determined by the Lorentz-Lorenz formula:

n2 − 1

ρ(n2 + 2)
= constant (1.21)

where:

n is the refractive index

ρ the density

If the analysis is carried out in gases, the value of the refractive index is close
to unity, while the density of the pure fluids will depend on the pressure and
temperature. In some applications involving gases, the pressure is substantially
constant and the density changes with temperature. It is known that liquids
such as water are practically incompressible and their density will vary only
with temperature. this variation can be considered linear only in certain limits.
it is so that the refractive index will scale linearly with the temperature. For
a process that involves mass transfer, the Lorentz-Lorenz applied formula in a
solute-solvent system takes the form:

n2 − 1

n2 + 2
=

4

3
π(αANA + αBNB)) (1.22)

Where:

n is the refractive index of the solution.

α and N are respectively the polarizability and the mole fraction.

The path of the light beam in a medium whose refractive index varies in
the vertical direction y-axis Consider two wave fronts sometimes τ and τ + δτ ,
separated by a small time difference δτ . At time τ the ray is in a position z.
After an interval δτ , the light has moved a distance of δτ times the speed of light
c. Since c depends on the refractive index, it is a function of y. In addition, the
wave front rotates at an angle δα. The local light velocity is c0 / n, where c0 is
the speed of light in vacuum and n is the local refractive index of the medium.
Therefore, the distance δz that the light beam travels during the time interval
δτ is:

δz = δτ
C0

n
(1.23)
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The gradient in the refractive index ”n” along the ”z” axis results in the
flexing of the wavefront. δα represents the angle of inclination at a location on
the z-axis, a small increase δα at the angle α can be expressed as

δα ≈ tan(δα) =
δ2z

δy
(1.24)

Therefore, the accumulated angle through which the light beam has rotated
over the length L of the test region is

α =

∫ L

0

∂(ln(n))

∂y
(1.25)

where the integration is made over the entire length of the test section. The
angle α being a function of the x and y coordinates, to the plane output of the
test cell. If the refractive index within the test section is different from ambient
air (na), the angle α

′′

of the light beam emerging from the test cell is given by
Snell’s law

nasinα
′′

= nsinα (1.26)

Assuming α and α
′′

to be small angles, then: α
′′

= n α/na, since:

α
′′

=
n

na

∫ L

0

1

n

∂n

∂y
dz (1.27)

If the factor 1 / n does not undergo large changes through the test section
then:

α
′′

=
1

na

∫ L

0

1

n

∂n

∂y
dz (1.28)

Since na ≈ 1 the cumulative angle of refraction of the beam of light, which
emerges in the surrounding air is given by:

α
′′

=

∫ L

0

∂n

∂y
dz (1.29)

The angle to be measured is quite small in the order of 10−6−10−3 radians,
and in order to properly observe them, a knife-edge method is settled.

The standard setup is depicted in figure 1.6 .

The light is generated by the source S then a collimating lens L1 trans-
forms the optical wave into a parallel beam that travels through the analysis
section, while a focusing lens L2 concentrates the beam on the knife edge as a
measurement plane (screen) is set in the conjugate focus of the test section [49].
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Figure 1.6: Schematic of a standard schlieren imaging system [50]

Therefore if the light beam is deflected when it crosses the test section so
that it moves downwards, it is blocked by the edge of the knife and the screen
darkens. If it moves up, a greater amount of light falls on the screen and
illuminates correctly.

Figure 1.7: Schematic of schilieren setup [50].

The contrast would be the term used to relate the intensity change of a point
with respect to the initial intensity at a given point, with the edge of the knife
being the element that controls this variable. The screen would be dark if the
initial beam of light (not deviated) is completely cut off by the edge of the blade
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and a significant increase, however, the illumination of the screen is produced
by any subsequent deflection of the beam, the displacements parallel to the edge
of the blade, do not change the intensity distribution.

The air flows and shock waves are visualized in great detail using the Schlieren
technique, being able to appreciate the physical properties of the air that are not
easily perceived. However, if the experiment is performed with different trans-
parent materials, such as glass, water or other media, you can see a reflected
image of the environment and the distortion of the background that comes from
the refraction of these transparent media. Thus, the materials studied with this
technique must have very weak refractive indexes and, there must be no reflec-
tion on the optical path, which complicates the visualization of the distortions.
Fig. 1.8 shows an image of schlieren representing waves and air flows.

Figure 1.8: Schlieren image of a bullet fired from a gun [51].

According to Settles [40], contrast is fundamental to schlieren’s sensitivity,
and its digital postprocessing must be applied to highlight the characteristics of
low contrast.

1.4.3 Shadowgraphy

Shadowgraphy is another technique to visualize the lack of homogeneity of the
refractive index in a transparent medium. A typical optical system for shadow-
ing is shown in Fig. 1.9 that consists of a point light source with a collimation
lens and a screen where the transmitted light is projected through a phase ob-
ject. In this case the phase object will be a presure wave.

28



Figure 1.9: Shadowgraphy optical system with a collimated light source.

If the object has a constant refractive index (∂n/∂x = 0), the light rays are
transmitted directly through the object to the screen which observes a constant
brightness. With a constant gradient of the refractive index (∂n/∂x = const),
all the rays of light will deviate with the same angle and the screen will continue
to see a uniform brightness. But if the phase object has a complex distribution
of refractive index, thus, intensity pattern will appear on the screen.

Figure 1.10 present simulated schlieren and shadowgraph images of a pres-
sure field generated in the air around a sphere at a speed of Mach 3.2. Its
calculation was made using a computational fluid dynamics program, and a ray
tracing technique [52].

The irradiation pattern of the light in the recording plane is due to the
refraction of the light in the flow field in the shadowgraph systems, and the
image of the shadowgraph reflects approximately by means of the second den-
sity derivative in the test section. Schlieren systems are different from shadow
graphic systems by a knife-edge inserted in the lens focus, and only rays not
intercepted by the knife-edge can reach the recording plane.

Figure 1.10: Simulation of visualization methods of the air compression induced
by a sphere travelling at Mach 3.2 in air. (a) Schlieren image. (b) Shadow-
graph [52].

While the schlieren technique visualizes the first derivation of a refractive
index field, the shadowgraph technique visualizes the second derivation of the
refractive index [53].
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1.4.4 Applications of the schlieren method for acoustic
images

Although the Schlieren method was originally developed to visualize fluid flows
[54, 55], researchers have recently focused their attention on the analysis and
visualization of the acoustic field generated by a powerful ultrasonic sound whose
pressure can be very high [48, 56, 57], and whose wavelength is much smaller
than the audio range. Since the schlieren approach is a full field vision of the
wave, observation of shorter wavelength waves is much easier. Also, as can be
seen in Fig. 1.11, a higher gradient of changes in the refractive index improves
the contrast of the image.

Figure 1.11: Schlieren images of acoustic waves propagating in air at various
frequencies and sound pressure level (SPL) (a) f=10 kHz, SPL=109.2 dB (b)
f=10 kHz, SPL=119.8 dB and (c) f=15 kHz, SPL=102.5 dB [58]

However, by using space-time filters to extract sound information and to
eliminate noise, the visualization of the audible sound fields of Schlieren videos
is improved [59]. An implementation of acoustic image processing with very ex-
plicit results has been detailed by Chitanont et al [60]. The results are presented
in Fig. 1.12.
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Figure 1.12: 10 kHz sinusoidal sound field. (a) Measured data, (b) data with-
out DC component, (c) time directional filtering by bandpass filter, (d) spatio-
temporal filtering by bandpass and Wiener filter, (e) spatio-temporal filter-
ing by bandpass and Gaussian filter, (f) spatio-temporal filtering by 3D Ga-
bor filter[60].

In order to improve the quality of the images of a conventional schlieren
optical system, Kudo et al [61] porposed a system that uses a short pulse laser,
a CCD camera with a wide dynamic range and a dedicated image processing. In
this setup, the extraction of the light diffracted by ultrasound waves is performed
by subtracting images captured with and without exposure to ultrasound (see
Fig. 1.13).

Figure 1.13: A block diagram of optical system with CCD camera [61]

The utility of the developed system was confirmed by an experiment in which
the acoustic fields of a transducer focused at 5 MHz were visualized as in Fig
1.14. The images of Fig 1.14 (a). show acoustic fields near the focal point of the
transducer, while the images of Fig 1.14 (b) is a two-dimensional simulation.The
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difference in the focus effect was visualized in these images.

Figure 1.14: Visualized acoustic fields of the focused transducer.[61]

1.5 Laser Doppler vibrometer (LDV)

1.5.1 Principle of LDV

Laser Doppler velocimetry (LDV) is a technique used to measure the instanta-
neous velocity of a distant object, usually in a flow. Its principle is based on
sending a coherent monochromatic light towards the target where due to the
Doppler effect, the reflected radiation is subject to a frequency (wavelength)
shift which magnitude is relative to the target velocity. Thus, the velocity of
the object is computed by measuring the change in the wavelength of the re-
flected laser light, into an interferometer (in most of the usual cases a Michelson)
where interference fringes frequency is the Doppler shift frequency.

When applied to vibration measurement, the V of velocimetry becomes Vi-
brometry and the reflected beam returning from the target causes a Doppler
shift that corresponds to the vibration velocity of the object under measure-
ment. The reflected beam interferes with the reference beam which is modulated
in frequency by means of an acoustic optical modulator (AOM) [62]-[64].

The block diagram of a basic LDV configuration is shown in Figure 1.15.
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Figure 1.15: Schematic block diagram of an LDV system [65]

First ignoring the AOM modulation, the resulting intensity in the detector
will be equal to:

I = Ir + I0 + 2
√

IrI0 cos(∆β), (1.30)

where, I0 and Ir are the intensities of the backscattered beam and the reference
beam respectively, ∆β is the phase difference between the two waves that is:

∆β =
2π

λ
(lr − l0), (1.31)

Where λ is the vacuum wavelength of the light lr is the path length for a
constant reference beam, therefore the intensity in the detector will depend only
on the optical path length of the target beam l0. This optical path length can
be described by the integral

l0 =

∫

n(x, y, z, t)dl (1.32)

where n(x, y, z, t) is the refractive index along the beam path of the target.
If the target moves with a constant speed the photodetector will produce a

current with a sinusoid shape in time, however it is not possible to discriminate
the direction of displacement. The acousto-optic modulator frequency shift is
equivalent to a fixed velocity of the target. In this way, a movement of the object
in the direction of the LDV produces an optical beat with a frequency less than
the modulation frequency while a movement away from the sensor produces an
optical beat with a higher frequency. It is important to note that by nature
the LDV is a point measurement system and in order to produce images, it is
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necessary to scan surfaces of a vibrating area which requires that the vibratory
phenomenon is periodic and repeatable.

1.5.2 Sound field measurements using laser vibrometry

The principle for measuring the acoustic field with a vibrometry laser is similar
to the one described above with the only difference that the target remains as
a rigid reflector so the distance of the path of the beam LDV and the reflector
remains constant.

Figure 1.16 presents a schematic setup, the LDV scanning system is pointing
on a rigid reflector, which in this case is a concrete block painted white, and
a sound field is propagates through the volume between the sensor and the
reflector.

Figure 1.16: Principle of LDV for acoustic imaging

The relation between the change in the optical path and the refractive index
change being defined by (1.32), changes in the refractive index will directly
impact the interferometer exactly as if the target was moving with a periodic
movement at the acoustic frequency.

The ratio of change in acoustic pressure to the refractive index is given by
the following adiabatic conditions between pressure and density [65].
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p0 + p

p0
=

[ρ0 + ρ

ρ0

]γ
(1.33)

where p0 and ρ0 are the pressure and density without disturbances, p and ρ are
the acoustic contributions to the pressure and density fields and γ defines the
specific-heat ratio.

The relationship between the density and the refractive index can be coupled
using the Gladstone-Dale equation.

n− 1 = Kρ, (1.34)

where K is the Gladstone-Dale constant.

Combining Eqs (1.33) and (1.34), and deriving the expression of refractive
index change, The relationship between the rate of change in the refractive index
and the rate of variations in the pressure with acoustic pressure much lower than
atmospheric pressure is as follows:

dn

dt
=

(n0 − 1)

γ

1

p0

dp

dt
(1.35)

The equation that relates the measured speed and the rate of change caused
by the sound field corresponds to the sum of all the fluctuations along the
trajectory of the laser beam therefore with this technique it is not possible to
perform the measurement in a point.

dl0
dt

= 2
(n0 − 1)

γp0

∫ d

0

d

dt
p(x, y, z, t)dl (1.36)

The measured sound field is, therefore, a two-dimensional projection of a
three-dimensional sound field [65]

1.5.3 Acoustic imaging by LDV

In the recent years, several publication using LDV for imaging acoustic fields
have been published. In 2005, Frank and Schell used LDV to image the acoustic
field from a loudspeaker then compare it to the one simulated based on vibra-
tion measurement on the speaker membrane using the same LDV system [66].
Later, Oikawa have described a complete methodology for 2D imaging with
Polytec systems commercial LDV interferometer [67, 68]. Images of acoustic
fields produced by a standard loudspeaker and a flat panel one are reported in
Fig. 1.17.
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Figure 1.17: Images of acoustic fields produced by (a) an ordinary loudspeaker,
(b) a flat panel loudspeaker [67]

Malkin et al [69] have proposed to improve the imaging method by taking
into consideration the changes in the projection of the refractive index changes
while the scanning system changes the propagation direction of the laser beam.
They also used a Polytec system which realizes the scanning by deflecting the
laser beam on a mobile mirror that induces the orthogonality of the laser and
acoustic propagation not to be satisfied in all points of the resulting image. The
plots of Fig. 1.18 present the simulations made to highligth this orthogonality
issues for both a usual speaker producing a spherical wave and a plane type
speakers which acoustic wave is almost a plane one from the origin.

Figure 1.18: Simulated of instantaneous sound fields at 20 kHz showing the
position of the LDV ysstem and the rigid reflector [69]

Kentaro Nakamura measured the sound pressure with a laser Doppler vi-
brometer (LDV) through optical phase modulation due to the acoustic-optical
effect of the air, which conducted a study of the acoustic-optical coefficient of
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the air giving a quantitative relationship between sound pressure and LDV out-
put. He managed to obtain two-dimensional measurements for a standing wave
and a radiated field [70](see Fig. 1.19).

Figure 1.19: Image of an ultrasonic pressure wave with LDV system (a) ampli-
tude(b) phase [70]

Oikawa first proposed to apply LDV combined to tomography which is the
first step to realize 3D images of acoustic fields [67]. In this work, tests were
performed with an ordinary loudspeaker stimulated by a 4 kHz sinusoidal sig-
nal, located on a table with emission direction towards the ceiling in an anechoic
chamber. The speaker was rotated manually after each 1D scan and 36 laser
projections were taken for the reconstruction that was done using classical com-
puted omography approach [67, 71, 72].

Figure 1.20: Reconstruction of an acoustic wave in a plane by LDV mea-
surement projection (a)Measurement Conditions, (b)Reconstruction from 36
projections.[67]

In other tests, both the real and the imaginary parts were reconstructed
separately, and then recombined to obtain a complete image of the 3D sound
field. In Fig. 1.21, the real part of the sound field is plotted for different planes.
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In this case, 3 transducers were placed, which are located in the xy plane and
z = 0 mm. In (a) the sound field is plotted for the planes (x, y) at different
distances from the source plane In (b) the sound field is plotted for the planes (x,
z). In Fig. 1.21(a) it is possible to see that the sound source in the middle seems
to be a little out of phase compared to the other two. In Figure Fig. 1.21(b) the
propagation of the sound wave is displayed more clearly. In the plotted plane
Y, it can be seen that the sound is stronger in the z direction.

Figure 1.21: The real part of the measured sound field reconstructed using LDV
and CT methods (a) (x, y) - planes (b) (x, z) - planes [64]

Torras-Rosel et al [73] have produced the best images of audio range acoustic
3D measurements using acousto-optic LDV sensing and tomographic imaging
approach. The measurements were carried out with a commercial LDV device
(Polytech) in an anechoic room of approximately 1000 m3 and the sound field
was generated by a speaker powered with a pure tone of 2 kHz. The signal
emitted by the loudspeaker was synchronized with the data acquisition system,
which allowed the reconstruction of the instantaneous sound field. As seen
in Fig. 1.22, the measurement plane was located 12 cm above the speaker.
A turntable that ensures the required rotation of the source with regards to
the sensor was remotly controlled. It was then translated manually along the
perpendicular direction of the light beam allowing scanning in parallel lines.
In addition, an accelerometer was added at the top of the reflection target to
control that its acceleration induced by the acoustic pressure was insignificant
and, therefore, to ensure that the LDV speed output was essentially caused by
the acoustic-optical effect.
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Figure 1.22: LDV setup for 3D images using the tomographic method in the
audio range. [73]

The result obtained by using a spatial resolution of 2 cm and an angular
resolution of 10 cm is shown in Fig. 1.23. As expected, the resulting sound field
is spherically symmetric and exhibits the periodicities of a pure 2 kHz tone.

Figure 1.23: Reconstruction of a 2 kHz acoustic wave measured at 16 cm from
the speaker surface (a) Spatial resolution 1 cm, angular resolution 1 degree, (b)
Spatial resolution 4cm, angular resolution 10 degree. [73]
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Complementary measurements were made with a matrix of microphones con-
sisting of sixty 1/4-inch microphones. The general amplitudes and the pressure
distribution are quite in accordance with the reconstructed fields.

Scanning the sound field in parallel lines and projecting it in different direc-
tions is an inverse problem that can be solved by the inverse Radon transform.
In addition, the use of light as a sensor element makes the acoustic-optical effect
a non-invasive technique.

1.6 Conclusion

The most common methods to obtain images of acoustic waves have been treated
throughout this chapter, among them images obtained through an array of
microphones that are the actual standard in acoustic imaging systems. But
these solutions are limited because the sensor element is placed in the field of
propagation of the acoustic wave and thus becomes an invasive element while
its resolution is limited to the number of microphones displayed leading to a
large sized device or a high cost. Another technique to visualize a sound image
is to apply an advanced technique of photography that allows capturing sound
or heat called schlieren photography, with which it is possible to capture the
variations in the density of a fluid, but this technique that requires fast cameras
is limited in uses to laboratory environment due to the complexitiy of the optical
system.

The state of the art of the chapter is completed by the Laser Doppler Vi-
brometry (LDV) approach that is based on optical interferences. This method
is perfectly non-intrusive for the acoustic field. Moreover, it allows to obtain
quantifiable images of the sound field. However, with usual interferometric sys-
tems, the equipment is too large and highly sensitive to mechanical disturbances
and thus, it requires a very controlled environment with most of the time me-
chanically damped tables that are unlikely to be found in any industrial context.

In a seminal paper Bertling et al proposed to use a compact interferometer
to replace usual interferometric systems. This interferometer based on the prin-
ciple of Optical Feedback Interferometry (OFI) has proven its ability to detect
the variation of local pressure and the purpose of the present manuscript is to
expose the study that have been made in the development of an acoustic imager
based on OFI which solves most of the issues encountered with the actual LDV
systems.
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Chapter 2

Acoustic Imaging using
Optical Feedback
Interferometry

2.1 Theory of Optical Feedback Inteferometry
for opto-acoustic sensing

Optical feedback interferometry is almost exclusvely based on a unique com-
ponent : the laser, which in most of the cases is a semiconductor laser. The
interferometric phenomenon is then tightly linked to the laser physics and a
proper description of an OFI sensor can not spare a solid description of the laser
itself. In this first section, the oscillation conditions for semiconductor lasers
is briefly described, then the case where the laser experiences optical feedback
is detailed. In a second section, the opto-acoustic effect and its impact on the
laser emission parameters is presented. In the last section, the experimental
arrangement for 2D imaging of acoustic waves based on self-mixing is depicted
and several results obtained with this method are presented.

2.1.1 Laser oscillation conditions in free running state

For the general description of the dynamics in a semiconductor laser, we must
employ the rate equations for the complex amplitude of the electric field (the
amplitude and the phase of the field) instead of the photon number since , as
in any interferometric system, the phase of the electric field plays a major role.
There are several ways to derive the field rate equation, we decided to use a
combination of Petermann’s approach [74] and Lang and Kobayashi formalism
[75].

The model of a Fabry-Pérot resonator is shown in Fig. 2.1. Assuming a
cavity length l, which laser diode’s facets are the semiconductor-air interfaces
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and are located at z=0 and z= l with reflectivities r1 and r2 respectively.

Figure 2.1: Model of Fabry-Pérot laser cavity

The forward travelling complex electric field Ef can be expressed as

Ef (z) = Ef0 exp

[

−jβz +
1

2
(g − αs)z

]

, (2.1)

where g and αs are the gain and the absorption in the active area respectively,
β is the wavenumber and Ef0 is the field amplitude.

The backward travelling wave amplitude is described similarly as

Eb(z) = Eb0 exp

[

−jβ(l − z) +
1

2
(g − αs)(l − z)

]

. (2.2)

From the boundary conditions, Ef and Eb are related to each other by the
reflection coefficients, r1 and r2 at the laser facets so that Ef(z = 0) = (Ef0) =
r1 ∗ Eb(z = 0) and Eb(z = l) = (Eb0) = r2Ef (z = l).

Multiplying equation 2.1 and equation 2.2 gives

Ef0Eb0 = r1r2Ef0Eb0 exp [−2jβl + (g − αs)l] . (2.3)

Thus, the steady-state condition for the laser oscillation is

r1r2 exp(−2jβl) exp [(g − αs)/l] = 1. (2.4)

The required gain, denoted as gth, can be calculated from the real part of
the above equation

gth = αs +
1

l
ln

(

1

r1r2

)

, (2.5)

while the imaginary part of (2.4) leads to

exp(−2jβl) = 1 (2.6)

that implies
βl = mπ (2.7)
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where m is a natural integer.

With an effective refractive index, ne, for the lasing mode,

ne = c
β

ω
= c

β

2πν
(2.8)

where c is the light velocity in vacuum, ν is the optical frequency at free-
running state and ω = 2πν the angular frequency. Possible frequencies of the
laser modes are given by

ν =
mc

2lne
. (2.9)

In the following, we will consider that the laser under study is either a pure
singlemode emission device (DFB, DBR or VCSEL) or that it is a Fabry-Pérot
operating in singlemode conditions.

2.1.2 The laser diode under optical feedback

The schematic model of a laser with optical feedback is shown in Figure 2.2.
The light emitted from the front facet of the laser is reflected (or back-scattered)
from an external mirror (or scattering surface) and is re-entering the laser cavity
with its induced phase shift.

Figure 2.2: Diagram of the three-mirror model

Assuming the mirror (or the scaterring surface) is placed within the coher-
ence length of the laser, the double cavity can be reduced to a two-mirrors
standard cavity of length l but with an equivalent reflection coefficient req (see
Fig. 2.3).
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Figure 2.3: Schematic arrangement of a laser diode cavity with external optical
feedback.

The equivalent reflectivity coefficient req can be calculated while considering
the multiple reflections effects and the delay induced by the round-trip time of
flight in the external cavity as

req = r2 + (1− r2
2)rext exp(−j2πντext) (2.10)

with |rext| the ratio of the reinjected field amplitude over the emitted field
amplitude. This complex reflectivity can be expressed as

req(ν) = |req(ν)| exp(−jφr), (2.11)

where |req| and φr are respectively the amplitude and the phase of the equiv-
alent reflectivity. In most of the sensing applications, rext ≪ |r2| thus

|req(ν)| = r2 [1 + κ cos(2πντext)] (2.12)

while

φr = κ sin(2πντext). (2.13)

The coupling coefficient κ in (2.12)-(2.13) is defined as

κ = (1− r2
2)

rext

r2
. (2.14)

Considering only one single longitudinal mode of operation, the amplitude
condition for lasing with the equivalent mirror is written as

r1|req| exp[(g − αs)l] = 1, (2.15)

and from Eq. (2.7), the round trip phase inside the laser diode leads to

2βl + φr = 2πm. (2.16)

Thus, the phase condition becomes

4πνnel

c
+ φr = 2πm. (2.17)
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In (2.17), both the refractive index ne and the laser frequency are affected
by the optical reinjection so that the phase shift of the compound cavity ∆φ =
φ− φ0 requires further development step to be explicited considering

φ0 =
4πν0ne0l

c
(2.18)

and

φ =
4πνnel

c
+ φr, (2.19)

so that

∆φ =
4πl

c
(νne − ν0ne0) + φr (2.20)

where the variation of neν can be linearized as

∆(neν) = ν0∆ne + (ν − ν0)ne0. (2.21)

At first, from (2.15), the threshold gain with optical feedback can be calcu-
lated as:

g = αs +
1

l
ln(

1

r1r2[1 + κ cos(2πντext)]
), (2.22)

and the shift of threshold gain under optical feedback is:

∆gth = (g − g0) = −1

l
ln [1 + κ cos(2πντext)] (2.23)

However, the condition |req| ≪ r2 leading to κ≪ 1, the variation in Eq. 2.23
can be rewritten as

∆gth = −κ

l
cos(2πντext). (2.24)

The changes induced by the optical feedback on the threshold gain g and
the laser frequency ν have a direct impact on the effective refractive index of
the laser cavity ne. The change in refractive index can be linearized as

∆ne =
∂ne

∂N
(N −Nth) +

∂ne

∂ν
(ν − ν0), (2.25)

where νth is the optical frequency at threshold, N the carrier density in the laser
cavity and Nth the carrier density at threshold. The relationship between the
carrier density variation and the gain in the active layer of the laser introduces
the linewidth enhancement factor α:

∂ne

∂N
(N −Nth) = − αc

4πν0
∆gth. (2.26)

From Eqs. (2.20), (2.21), (2.25) and (2.26), the variation of the phase can
be expressed as :

∆φ =
4πl

c
[−αc

4π
∆gth + ν0

∂ne

∂ν
(ν − ν0) + ne(ν − ν0)] + φr. (2.27)
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Then, introducing the group refractive index ng as

ng = ne + ν
∂ne

∂ν
, (2.28)

and using (2.13) and (2.24), we obtain

∆φ =
4πngl

c
(ν − ν0) + κ[sin(2πντext) + α cos(2πντext)]. (2.29)

The round trip delay inside the laser cavity , τin being

τin =
2lng

c
, (2.30)

the the Eq. (2.29) becomes

∆φ = 2πτin(ν − ν0) +
√

1 + α2 sin [2πντext + arctan (α)] . (2.31)

Thus considering that ∆φ = 0 as it is required to respect the condition of
(2.17) and introducing the feedback parameter C, which describes the strength
of change due to optical feedback [76]

C =
τext

τin
κ

√

1 + α2, (2.32)

the phase condition of a laser under feedback can be written:

(ν − ν0) +
C

2πτext
sin [2πντext + arctan(α)] = 0 (2.33)

Equation (2.33), that is called excess phase equation and that can be found
in litterature under the following formalism [77]

φ− φ0 + C sin [φ + arctan(α)] = 0, (2.34)

is the core of the optical feedback interferometry phenomenon.
The feedback parameter C plays here a major role since by its value it defines

the behavior of the laser under reinjection. For C < 1, Eq. (2.33) accepts only
one solution, while for C > 1, several solutions or external cavity modes around
the emission frequency ν0 may satisfy the phase equation.

It is useful to consider the term φ0 as a phase stimulus symbolically corre-
sponding to the phase accumulated on transmission through the internal cavity
if the laser has not experienced optical feedback and φ as a phase response,
corresponding to the actual phase accumulated on transmission through the
external cavity [78, 79]. The feedback level C dictates the degree of nonlinear
coupling between phase stimulus and response, while the linewidth enhance-
ment factor α governs the asymmetry of the phase transfer function induced by
(2.33). The phase φ evolution against variations of φ0 is plotted for three values
of C on Fig. 2.4.
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Figure 2.4: Solution of Eq. (2.34) for C < 1 (red line), C > 1 (yellow line) and
no feedback (blue line).

Solving Eq. (2.33) is trivial under the weak feedback regime (C < 1) while it
becomes more complicated in moderate/strong feedback regime where stability
of solutions as well as determination of the selected solution must be addressed.

After solving the phase response, linearization of the propagation equation
in the cavities leads to the description of the laser through its rate equations

dE(t)

dt
=

1

2
(1− ıα)Gn [N(t)−Nth] E(t) +

κ

τin
E(t− τext) exp(ıωτext) (2.35)

and
dN(t)

dt
=

ηiI

qV
−Gn [N(t)−Nth] S(t)− N(t)

τn
(2.36)

where I is the laser injection current, V is the volume of the laser active
layer and τn the carrier lifetime in the caivty. The gain term Gn is defined from
the group velocity vg and the differential gain

Gn = vg
dg

dN
. (2.37)

S stands for the photon density in the cavity that is directly related to the
electric field amplitude by

S(t) = |E(t)|2 (2.38)

Solving this set of equation leads to express the optical power of the laser
diode under reinjection as,

PF = P0[1 + m cos(2πντext)], (2.39)
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where m is the modulation index defined by

m =
4nextτs

τin
κ, (2.40)

where τs is the photon life time in the laser cavity and next is the refractive
index in the external cavity.

Considering φ = 2πντext, Eq. (2.39) becomes

PF = P0[1 + m cos(φ)], (2.41)

thus highlighting the importance of the phase excess equation in the determi-
nation of the optical feedback sensor signal.

2.1.3 Measuring changes of refractive index in the exter-
nal cavity

The sound is the propagation of a compression wave in a medium which molec-
ular structure becomes denser. In transparent medium such as air or water,
the refractive index is increased with molecular density. Therefore, the acoustic
wave propagating between the laser and the distant reflector changes the index
within the external cavity. In the following, we will consider only the case of
acoustic compression of the air in the audio range (20 to 120 decibels) where the
changes of the refractive index is extremely small and leads to variations of the
round-trip time that is very limited. In the case of a plane wave propagating
perpendiculary to the laser beam propagation direction, the variation of the
refractive index is uniform along the light path and can be written as

next(t) = n0 + δnext sin(2πft) (2.42)

with n0 the refractive index of the transparent medium without pressure
changes and ∆next the amplitude of the variation of refractive index. The
small variation of the refractive index criteria is δnextLext ≪ λ/2. Under this
condition, the induced variation of the phase term φ is

δφ = 2πν
2δnextLext

c
≪ 2π. (2.43)

Under this condition, by linearization of equation (2.34), it can be shown
that

τ0δν ∼ (ν0 − ν)δτ ≪ νδτ (2.44)

where δν is the change of laser frequency induced by the change of next and
the round-trip time of flight in the external cavity τext = τ0 + δτ . Thus, the
laser frequency ν is not significantly modified by the refracive index changes in
the external cavity and in first approximation it can be considered as constant
leading to transform equation 2.45 as

PF = P0[1 + m cos(2πν(τ0 + δτ))], (2.45)
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Figure 2.5 shows the computation of the electric field phase and the laser
power for a sinusoidal change of refractive index in time for a coupling coefficient
C = 5, a distane Lext = 30 cm and for a variation of next of 3.33 · 10−7, thus
corresponding to an equivalent displacement of 100 nm.

Figure 2.5: Computation of the power variation for C=5, Lext=30 cm and
δnext = 3.33 · 10−7.

In the general case, where the acoustic wave does not propagate perpendic-
ulary to the laser axis with an ideal flat front wave, the difference in external
roundtrip time δτ must consider the integration of the refractive index change
over the full round-trip [80]

δτ = 2

∫ Lext

0

δn(z)

c
dz (2.46)

The refractive index of air, in turn, depends on the local pressure in a linear
fashion [81],whose subject was analyzed in the first chapter of this thesis.

2.1.4 Modeling the projection of the pressure wave in a
2D plane

According to (3.2), the sensor signal is very sensitive to the shape of refractive
index variation along the z axis. In order to model the signal, considering
that acoustic pressure waves that will be imaged are spherical waves (and not
plane waves), it is required to simulate their propagation in the sensing volume.
For the simulation of the acoustic wave, we used the Huygens-Fresnel principle
extend to acoustics [82],[83], [84] where we defined the piezo vibrating surface
as an array of ponctual sources (Fig. 2.6).
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Figure 2.6: Position of the source in plane (X,Z)

The coordinates definig the location of each source Si(x
′
i, z′

i) in the (X,Z)
plane are expressed from the cooridnates of the coordinates (xc,zc) of the center
of the vibrating surface as

x′

i = xc + ri cos(ϕi)

z′

i = zc + ri sin(ϕi), (2.47)

with ri ranging from 0 to rp the radius of the piezo-actuator surface and ϕi ∈
[0, 2π].

Each source Si(x
′
i, z′

i) emits a spherical wave defined by

Pi(x; y; z; r′; t) = ℜ
[

P0

N
A(r′) expj(ωpt−kpr′)

]

(2.48)

where P0 is the total pressure variation amplitude of the source, N is the
number of sources, ωp and kp are the angular frequency and wavenumber of the
pressure wave.

r′ is the distance from the point source i located at (x′
i, y′

i, z′
i) to the field

point (x, y, z).

r′ =
√

(x− x′
i)

2 + (y − y′
i)

2 + (z − z′
i)

2 (2.49)

A(r′) that takes into account the weakening of the pressure amplitude due
to dispersion over a larger surface can be approximated by an exponential de-
crepency

A(r′) = e
−(r′)2

σ2 (2.50)

The parameter σ has been fitted from measurements that are presented
further in the document, P0 has been set to 1 arbitrarily and N has been set to
28 as can be seen in Fig. 2.6.
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The total pressure field PT emitted by the piezo-actuator is the the sum of
each localized contribution

PT (x; y; z; t) = P0

N
∑

i=1

A(r
′

)Pi(x; y; z; r′; t) (2.51)

The simulation results are ploted in Fig. 2.7 both in the (X,Y) plane for
z = zc and the (X,Z) plane for x = λs, λs being the acoustic wavelength. The
first image represents an ideal image of what should be an exact representation
of the pressure wave, and in the second case the reason why the image measured
by the OFI sensor will be a distorded version of the first.

(a) (b)

Figure 2.7: Simulation of the pressure wave (a) in the (X,Y) plane for z = zc

and (b) in the (X,Z) plane for y = λs

Figure 2.8: Simulation of the pressure wave along the Z axis at y = λs

Indeed, as can be observed in Fig. 2.8, the integration along the Z axis where
the laser is propagating results in integrating a complex function which depends
on the distance to the center of emission :

PT,OFI(x, y) =

∫ Lext

0

PT (x; y; z)dz (2.52)
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The result of such integration along the Z axis produces the image plotted
in Figs. 2.9 and 2.10.

Figure 2.9: Simulation of the pressure wave in the (X,Y) plane as observed by
the OFI sensor

(a)

(b)

Figure 2.10: Comparison of the simulated pressure wave and simulated as viewed
by the OFI sensor (a) along the Y axis for z = zc, x = xc and (b) along the Z
axis for y = 25 mm, x = xc

The comparison between the projected wave (PT,OFI) and the pure simula-
tion of the wave PT shows that both are very ressembling although they are
slightly spatially shifted.
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For the pressure wave considered in this study, the differences between the
actual pressure wave and the projection realized by the OFI sensing scheme
are not a major issue and the induced distorsion is limited. However, this
could become a major issue in the case of more complex propagation where the
integration of the pressure wave along the laser axis will not anymore properly
render information on the actual acoustic.

2.2 Experimental setup for imaging acoustic pres-
sure waves

2.2.1 Design of the acoustic optical feedback interfero-
metry setup for one point

The general principle for imaging of the acoustic pressure wave implies that it
propagates between the laser source and the reflector that realize the external
cavity. Ideally, the pressure wave propagtion axis is perpendicular to the light
wave one, and the acoustic source is located at equal distance from the laser
and the reflector as depicted in Fig. 2.11.

Figure 2.11: Design of the acoustic setup by optical feedback interferometry

The optical feedback interferometer consists of a laser diode L1320P5DFB
with a single-mode transverse and longitudinal emission at λ = 1310 nm. The
laser is radiating on a 25.4 mm diameter enhanced Aluminum mirror (Thorlabs
PF10-03-F01) through a collimation lens (Thorlabs C240TME-C). The length
of the external cavity Lext between the laser and the mirror is set to 200 mm and
both are mounted with the support of optomechanical holders over micrometric
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translation stages. The mirror alignement can be corrected with two angular
degrees of freedom (Fig. 2.12).

Figure 2.12: Photography of the experimental setup for measurement in one
point

The acoustic source is an ultrasonic piezoelectric transmitter (KPUS-40T-
16T-K768) of diameter 12 mm, driven by a sinusoidal voltage of 10 V peak-
to-peak amplitude at 40 kHz. This signal is produced by a simple function
generator and the acoustic power is expected to reach 117 dB according to the
manufacturer’s datasheet, although it was not possible to verify experimentally
this parameter.

The electronics associated to the sensors consists of a custom made laser
driver that delivers a controlled DC current, and a transimpedance amplifier
that collect the current variation of the monitoring photodiode that is embed-
ded in the laser diode package. The multi-stage amplifier has a total gain of
100 dBV/A and it is connected to a National Instrument 16 bits acquisition card
with a sampling frequency of 1 MS/s.

Figure 2.13: Design of acoustic optical feedback interferometry setup

2.2.2 Acquisition of signal in one point

The laser power variations acquired through the monitoring photodiode are
collected and processed through a Labview program developped for this appli-
cation. The acquisition consist in 1000 samples of the amplified photodiode
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current as plotted in Fig. 2.14(a) as well as the computed Matlab’s FFT algo-
rithm (Fig. 2.14(b)).

(a) (b)

Figure 2.14: Unprocessed sensor signal at X mm of the speaker. (a) in time
domain and (b) in spectral domain after computation of Matlab’s FFT.

Observing the signal in the frequency domain, we can see a fundamental
frequency that coincides with the frequency of the signal that is fed to the
sound source (40 kHz in this case). In order to remove the noise of the signal
that can be observed in figure 2.14(a), a second order Butterworth bandpass
filter can further be applied. In the case of an excitation at 40 kHz, the low
cut-off frequency is set at 38 kHz, while the high cut-off frequency is 42 kHz.

The filter is designed using the Matlab Signal Processing Toolbox, leading to
an impulse response (Fig. 2.15) where it can be deduced that the filter settling
time requires roughly 250 samples.

Figure 2.15: Impulse response

Therefore, the analysis of the filtered signal (Fig. 2.16(a)) will be carried
out after elimination of the first 250 samples. Applying the FFT algorithm to
the filtered signal, we can see the filtered a much cleaner signal with no major
impact on the fundamental amplitude (Fig. 2.16(b)).
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(a) (b)

Figure 2.16: Filtered sensor signal at X mm of the speaker. (a) in time domain
and (b) in spectral domain after computation of Matlab’s FFT.

2.2.3 Producing images of acoustic pressure waves

The data acquired so far represent the variation of the refractive index and
thus the pressure at a random point in the acoustic field. In order to realize
an image of this field or even a movie of the field propagation, we need to
acquire several signals at different positions and different distances from the
sound source. It naturally results in a phase shift of the variation in time that
differs for any position in space and a synchronization of the acquisition with the
excitation signal is required to take this effect into account. The displacement
of the measuring point can be performed by two different methods : eihter
by a displacement of the source or by the displacement of both the laser and
the reflector. Although the first option is the most convenient in laboratory
environment, it is often complex in real-life application. Thus, the approach we
choosed in this work is to move the sensor (ie. the laser and the reflector). We
have built a U-shaped holder (Fig. 2.17) on which the laser and focusing lens
on one side and the reflector on the other side are fixed. The holder is mounted
on displacement axis (in one, two or later three dimensions) which positions are
controlled through the Labview VI.
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Figure 2.17: Picture of the imaging setup for 2D scanning of the acoustic wave.

2.3 Characterization of the radiation pattern of
acoustic sources

One of the simplest arrangement of great interest in acoustic sensing is to evalu-
ate the radiation pattern of acoustic sources. Based on the OFI sensing scheme,
we propose a simple setup that allows a non-intrusive measurement of this major
feature of acoustic systems. The acoustic source (here an ultrasonic piezoelectric
transmitter (MA40B8S) driven by a 40 kHz sinusoidal voltage) is mounted on a
rotating stage controlled by a step motor. The optical feedback interferometer
consists of a ML725B11F laser diode that emits at 1310 nm and a reflective
microsphere tape stiched to a bulky metal plate as the distant reflector. The
external cavity has a length of 200 mm and the acoustic field propagates in a
plane that is perpendicular to the propagation axis of the laser (Fig.2.18(a)).
The distance between the laser beam and the acoustic source is set to 100 mm
which represents roughly 12.5 times the pressure wavelength.
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Figure 2.18: (a) Side view of the set-up including an ultrasonic piezoelectric
transmitter (MA40B8S) driven by a 40 kHz, 10 Vpp sinusoidal voltage and the
optical feedback interferometer. (b) Top view of the configuration, showing
the position of the rotating platform from 0◦ to + 180◦ with movement in a
clockwise and counterclockwise direction.

A Labview program controls the acquisition, as well as the position of the
rotating stage from 0◦ to + 180◦ with a step of 1 degree. In each angular
position, 4096 samples of the amplified photodiode current are obtained, then
the Fast Fourier Transform is computed.

Figure 2.19(a) shows the OFI sensor signal for 0, 90 and 180◦ and it can
be seen that, as expected, the sound pressure is much stronger in the normal
direction of propagation (90◦) than in the lateral directions. Figure 2.19(b)
shows the FFT of the sensor signal at a poisiton corresponding to 90◦ in the
sketch of Fig.2.19(b) and the peak at the excitation frequency of the loudspeaker
rises 30 dB from the noise floor.

Figure 2.19: Measurement results. (a) Time domain signals at 0◦ (blue dotted
line), 90◦ (black line) and 180◦ (red line) (b) Frequency domain signal when the
propagation of the sound is made to the laser beam ( corresponding to 90◦).

The amplitude of the 40 kHz peak in the FFT is stored and a polar graph
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representing the pressure radiation pattern of the acoustic source is generated
as shown in Fig. 2.20 .

Figure 2.20: Standard acoustic pressure radiation pattern.

As exepected the piezo actuator produces an almost Lambertian type radi-
ation with weak directivity in the central axis. The lateral lobes are most likely
due to the reflection on the room walls.

With this method we have developed a simple and reliable instrument that
can be used for the characterization of acoustic sources such as loudspeakers
with a very simple arrangement.

2.4 Charaterization of the source along its prop-
agation axis (1D)

One of the parameter of (2.51), the attenuation term as a function of the distance
to the source can easily be determined by a characterization of the decrepency of
the signal amplitude along the Y axis from the center of the vibrating surface.
In order to perform this characterization, a displacement stage on the y axis
has been assembled using a T-LSM050A motorized linear stage, 50 mm stroke,
encoder and integrated motor controller.

The position of the x axis is fixed to xc, and the signal is acquired after each
dispalcement of 1 mm in the range [1-50 mm]. The trigger of the acquisition is
ensured by the function generator which drives the piezo actuator thus ensuring
an evaluation of the phase of the acquired signal with regards to the excitation
signal.

The FFT is computed and the amplitude of the signals at each location
along the Y axis produces the curve of Fig. 2.21.
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Figure 2.21: Estimation of the A(r) attenuation function of the acoustic wave
as function of the distance to the vibrating surface center

For a given time (here t=350µs), the image of the pressure wave is presented
in Fig. 2.22 where it is compare to the simulation computed based on 2.51.

Figure 2.22: Measurement of the acoustic field, 50 points separated each 1 mm.

2.4.1 Imaging acoustic propagation in two Dimension

The next step is the measurement of signals by modifying the positions along
both the X axis and the Y axis. An additional motorized linear stage is added to
the previous setup allowing for X axis translation. The original setup (Fig.2.13)
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is conserved so the synchronized OFI signal will be acquired in different positions
in the plane (X,Y) with a displacement step of 1 mm on both axis.

The additional translation stage is a T-LSM100A motorized linear stage with
100 mm stroke, encoder and integrated motor controller. the whole assembly is
represented in Fig. 2.23.

Figure 2.23: Picture of the OFI setup for 2D imaging

Figures 2.24 and 2.25 present the raw image of the acoustic wave produced
by the the piezo-actuator as measured by the OFI sensor and for a fixed time,
while the Figs. 2.26 and 2.27 present the same acquisition but with filterred
signals.

Figure 2.24: Image of the Acoustic wave in two dimensions from the setup
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Figure 2.25: Image of the acoustic wave in the (X,Y) plane from the setup

Figure 2.26: Filtered image of the acoustic wave

Figure 2.27: Filtered image of the acoustic wave in the (X,Y) plane

62



2.4.2 Estimation of the location of an Acoustic Source

We propose here a reflexion on how the 2D imaging of a pressure could be used
to determine the location of the acoustic source that generated it. The first step
consists in normalizing the amplitudes of the maxima of the wave (Fig. 2.28(a))
from which the wave contour can be automatically determined (Fig. 2.28(b)).

(a)

(b)

Figure 2.28: Step towards determination of the source of pressure wave :
(a)Normalized amplitude image (b) Pressure wave contour

Thus, using Matlab’s algorithm Circle Fit [85], we find the coordinates
of the center for each of the circles that are fitted to a wavefront (Fig. 2.29).
The center of the circles correspond to the position of the equivalent punctual
source that would have produced the pressure wave. This one is expected to be
beyond the actual vibrating surface.
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Figure 2.29: Determination of the fitting circle and their associated center (gray
dots) using Circle Fit alrgorithm

As can be observed in Fig. 2.29, the X axis position remains pretty stable
whatever the wavefront is fitted, while the Y axis position is very unstable espe-
cially for the low wavefront indexes. This can be interpreted as a consequence
of the near-field to far-field transition of the acoustic wave, this one becoming
actually circular only in the established far field. Looking at the evolution of
the circles center with the wavefront index plotted in Fig. 2.30, we can observe
an evolution towards a stable value (roughly -6 mm). This phenomenon has
been observed in two consecutive measurement with different images dimension
in the X axis. In Fig. 2.30, the red curve correspond to the wavefront plotted
in Fig. 2.29 and it clearly shows a convergence towards the -6 mm position on
the Y axis.

Figure 2.30: Estimated position of the acoustic origin in the Y axis
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Chapter 3

Acoustic Tomography
Imaging using Optical
Feedback Interferometry

3.1 Introduction

The Austrian mathematician Johann Radon (1887-1956) wrote in 1917 about
the determination of the integral’s functions along variations in the values of
their trajectory. This work was the basis of what is today known as the Radon
Transform (RT) which is the principle for reconstruction and visualization of
a function f(x, y) from the information obtained by the line integrals in 2D
planes, or for the visualization of a function f(x, y, z) from integrals in 3D that
is called Computed Tomography (CT). X-ray CT is widely used in the medical
field to observe the interior of the body without contact or destruction.

Nowadays RT mathematical process is widely known in experimental sci-
ences for different fields such as biomedical imaging, astronomy, crystallogra-
phy, electron microscopy, geophysics, optics, material sciences and recently in
the field of acoustics [68]-[64].

With the method described in chapter 2, it is possible to measure the integral
of the refractive index change along the laser path and the refractive index is
directly related to the change of pressure. With the collection of data from
different directions in a same plane, we propose to image the pressure changes
in this plane using a signal processing method based on the reconstruction from
projections as it would been done in CT. This measurement that provides an
image in the plane can lead using perpendiclar translation of the sensing system
to the reconstruction of acoustic fields in 3D.

In this chapter, we present a new approach for imaging pressure waves in
three dimension by use of the OFI sensing scheme associated to tomographic
methods. The mathematics underlying the Radon transform applied to OFI are
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detailed and different experimental results are discussed.

3.2 Analytical Methods for Image Reconstruc-
tion in Computing Tomography

The imaging methodology proposed is a synthesis of the works of Kak and Slan-
tay [87] who have conducted pioneering research in several areas of information
processing and Dean [88], which describes the methods of reconstruction as the
technique of algebraic reconstruction (ART), being a leading authority in the
RT and its applications.

The method consist in the computation of 2D images from the projection
along a measurement line (from the laser diode to the mirror). The superposition
of these images (or slices) at different levels will result in the generation of a 3D
image. Each of the 2D images are the result of a set of projections whose data
are obtained under the principle of optical feedback interferometry explained in
chapter two of this thesis, which we will call integral line or Line of Response
(LOR), to which the CT technique has been applied. Figure 3.1(a) describes
the acoustic propagation field and the scanning plane of an OFI system, while
Fig 3.1(b) is the image of the slice as it should be computed using CT methods.

Figure 3.1: Description of the scanning principle of the 3D acoustic imaging
method (a) The acoustic propagation field and the scanning plane of an OFI
system. (b) The expected image of the slice.

The reconstruction of the whole 3D acoustic field f(x, y, z) is achieved by
moving the scanning plane along the z axis obtaining a three-dimensional ar-
rangement, with which all the information regarding the propagation of sound
is obtained.
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3.2.1 Computation of 2D layers

The principle of the analytical reconstruction method (the Radon Transform)
requires the collection of line integrals, also called Lines of Response (LOR). In
our case, the LOR are obtained by means of the optical feedback interferometry
sensing and the integration of the quantity measured, the optical path difference
is done along the laser beam.

As it has been detailed in the previous chapter, the expression of the laser
power in the OFI acoustic imaging arrangement is

PF = P0[1 + m cos(2πν(τ0 + δτ))], (3.1)

with

δτ = 2

∫ Lext

0

δn(l)

c
dl (3.2)

Thus at each acquisition, considering the variation of 2πνδτ is very small
compared to 2π, after linearization of 3.1, the laser power varies of a quantity
p defined as

p ∝
∫

L

δn(l)dl, (3.3)

where L represents the LOR path.
Thus, the optical part of the sensing system (id est the laser and the mirror)

are moved in both a linear translation and a rotation around the Y axis so that
each LOR acquired correspond to a position r in the translation axis and an
angle θ as depicted in figure 3.2 and is then annotated Lr,θ.

Figure 3.2: A layer in the plane f(x, y) is scanned along the angle θ and the
transmitted intensity is stored.
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The variation in laser power calculated for each position of the system defined
by θ and r is :

p(r, θ) ∝
∫

Lr,θ

n(x, y)dl, (3.4)

where each position x and y can be defined respectively by

x = r cos θ − l sin θ and z = r sin θ + l cos θ, (3.5)

so that

dl =
dx

sin θ
, (3.6)

and

y =
r

sin θ
− x

cos θ

sin θ
. (3.7)

Thus, considering the LOR is much larger than the object to be imaged,
equation (3.4) can be written as

p(r, θ) ∝ 1

sin θ

∫ +∞

−∞

n(x,
r

sin θ
− x

cos θ

sin θ
)dx. (3.8)

Considering the properties of the Dirac function

f(x, y′) =

∫ +∞

−∞

f(x, y)δy − y′dz, (3.9)

and

δ
(x

b

)

= bδ(x), (3.10)

the equation (3.8) becomes

p(r, θ) ∝
∫∫ +∞

−∞

n(x, y)δ(x cos θ + y sin θ − r)dxdy. (3.11)

Considering a complete collection of line integrals p(r, θ) computed from a
function n(x, y), the RT is the mathematical transformation allowing to go from
n(x, y) to p(r, θ) as

n(x, y) with x, y ∈ (−∞, +∞)
Radon−→ p(r, θ) with θ ∈ [0, π] and r ∈ (−∞,∞).

(3.12)

Therefore, the problem of reconstructing 2D images is to recover n(x, y)
through the acquired projections p(r, θ).
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3.2.2 Sinogram

If the function p(r, θ) is plotted over a two axis referential (one in r and the
other in θ), the figure that is produced is called sinogram. For example, the
sinogram of two 2D Dirac (δ(x0, y0) and δ(x0, 0)) are plotted in Fig. 3.3.

Figure 3.3: Principle of the sinogram (a) Cross-section of 2D Diracs (blue and
red) (b) Corresponding sinogram.

Thus graphically, the RT consist in transforming figure 3.3(a) into figure 3.3(b)
while the inverse RT is the reciprocical operation. The latest transformation is
performed using differnt methods and algorithms amongst which the backpro-
jection approach with the ART algorithm is the most common.

Figure 3.4: Sinogram for one circular wave.

3.3 Backprojection

Among the various method that perform the reverse of the RT we choose to
use the one known as Backprojection. This type of operation is widely used
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in the reconstruction of tomographic images. As every discretized system to
its simplest form loses information, this procedure does not recover the original
image n(x, y), but produces instead a fuzzy or approximate version, nb(x, y)
that is called the Laminogram or Layergram as described in (3.13)

nb(x, y) =

∫ π

0

p(r, θ) · (x cos θ + y sin θ)dθ. (3.13)

Under ideal conditions (without any attenuations), the projections that are
acquired at angles between π and 2π radians do not provide new information,
since the acquired projections are symmetric with those at angles between 0 and
π.

The fact that the laminogram is not the exact image of the original object
is due to the discontinuities in the object or at the object surfaces. However,
dealing with pressure waves, there are no possible discontinuities at the scale of
the laser wavelength, thus in our case, nb(x, y) will ressemble to n(x, y) without
further signal processing.

3.3.1 Algebraic Reconstruction Technique (ART)

In the experimental aquisition of the projections, the number of point rj is
limited as well as the number of projection angles θk. Thus, for a given point
pθk

(rj) in (3.13), the backprojection operation is called the summation algorithm
as the integral is replaced by a sum :

nb(x, y) =

Np
∑

k=1

pθk(rj) · (x cos θk + y sin θk). (3.14)

Where Np is the number of projections angles from 0 to π radians , and rj =
x cos θk + y sin θk.

For a better imaging, we use a constant step π/Np with θk ∈
[

0,
Np−1

Np
π

]

.
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Figure 3.5: Radon Transform schematic.

Therefore, an infinite number of projections are theoretically required to
perfectly reconstruct an object. If the number of projections is small the recon-
tructed image will be poor as an be observed in the simulated plot of Fig. 3.6 [89].

Original
object

Np = 1 Np = 2 Np = 3

Np = 16 Np = 32 Np = 64

Figure 3.6: Reconstructed slice of two circular objects computed from 1 to 64
projections angles [89]

3.4 Setup Design

The experimental acquisition of the lines of response (LOR) Lr,θ was carried
out through a modification of the design of the setup used in chapter 2 as a
rotational system is added to control the projection angle θ while the two exisit-
ing translation axis were used to achieve the displacement along the parameter
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r and eventually the z axis.

Figure 3.7: Design of the Acoustic 3D imaging system by Optical Feedback
Interferometry.

Both translation and rotation stages were Zaber products (T-LSR300A-
KT03). A dedicated control software was developed using Labview.
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Figure 3.8: Actual experimental setup (a) Photography of the experimental
setup (b) GUI of the control software

A calibration is performed to ensure that at mid course, the translation axis
along r passes though the rotation axis of the system (see Fig 3.9). A rotation
every 45 degrees is sufficient to validate the good alignement that is mandatory
to obtain a realisitic image of the acoustic wave.

Figure 3.9: Calibration of the rotation centre.

Furthermore, the next step is to align the mirror with the laser in order to
obtain the better feedback signal. This procedure was discussed in chapter 2.
The acquisition and the data processing for each LOR are the same that were
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exposed in section 2.2.2 of chapter 2.

In its standard configuration, the system is developed with the intention of
visualizing acoustic pressure in a scanning area of 100 mm by 100 mm with
a step of 1 mm between each LOR. Therefore, each projection at angle θ is
composed by 100 points while the increment of θ is done with a step of 5°from
0 to 175°.

The following figures (Fig. 3.10 - 3.13) show the projection pθk
(r) induced by

the variation of the acoustic pressure produced by two similar piezo-actuators
(KPUS-40T-16T-K768) driven by the same electrical signal. The projection
were acquired respectively at 0, 45, 90 and 135° at the same reference time
with respect to the electrical signal period, while the laser scanning plane was
roughly 1 mm above the acoustic sources.

Figure 3.10: Projection at θ = 0◦ acquired with 2 piezo-actuators (a) Relative
position of the LOR with the speakers , (b) projection function pθ=0◦(r)
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Figure 3.11: Projection at θ = 45◦ acquired with 2 piezo-actuators (a) Relative
position of the LOR with the speakers , (b) projection function pθ=45◦(r)

Figure 3.12: Projection at θ = 90◦ acquired with 2 piezo-actuators (a) Relative
position of the LOR with the speakers , (b) projection function pθ=90◦(r)
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Figure 3.13: Projection at θ = 135◦ acquired with 2 piezo-actuators (a) Relative
position of the LOR with the speakers , (b) projection function pθ=135◦(r)

With the 36 projection functions acquired by the system, the Sinogram is
created. In this case, the resolution of the image is 36 lines (θ) per 100 columns
(r).

Figure 3.14: Sinogram acquired for the two speakers

In Fig. 3.14, we observe the quasi sinusoidal shape for each of the speaker as
expected from theory (see Fig. 3.3). However, as the central speaker is almost
aligned with the rotation axis, it does not have much variation in the sinogram,
while the other speaker, as it is excentered show a stronger shift.
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3.4.1 Backprojection Reconstruction

In order to detail the process of image reconstruction using the backprojection
algorithm as it has been developped it in Matlab, we present here step by step a
basic reconstruction from the 4 projection angles as depicted in figures Fig. 3.10
to 3.13.

nb(x, y) =
1

Np

Np
∑

k=1

n(b,θk)(x, y) (3.15)

and since in this first case Np = 1, Fig. 3.15 (c1) present the same image as
Fig.3.15 (b1). The coefficient 1/Np is added here so that all figures represent a
similar amplitude.

Figure 3.15 (a2) presents the projection that is acquired with an angle θ = π
4

while the reconstruction is done in Fig. 3.15 (b2) with this single projection. As
one can see, with comparaison to the previous reconstruction at θ = 0, the
reconstruction is tilted by π

4 . Fig. 3.15(c2) shows the sum of reconstructions as
described in (3.15) for Np = 2.

Similar methodology is applied for θ = π
2 and θ = 3π

4 in Fig. 3.15 (a3) and
Fig. 3.15 (a4) with Np = 3 and Np = 4 respectively.
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Figure 3.15: Backprojection reconstruction in 4 steps for 4 projections, (a1)
Projection at θ = 0, (a2) Projection at θ = π

4 , (a3) Projection at θ = π, (a4)
Projection at θ = 3π

4 , (b1) to (b4) reconstruction of the unique projection for
each angle,(c1) sum of Np = 1 reconstructions,(c2) sum of Np = 2 reconstruc-
tions, (c3) sum of Np = 3 reconstructions, (c4) sum of Np = 4 reconstructions.
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As can be observed in Fig. 3.15(c4) the reconstruction from 4 different pro-
jection angles distributed over π provides an already ressembling image of what
can be expected to be the pressure change at the vicinity of the speakers. A 3D
visualisation with perspective offers an even better appreciation of the recon-
struction (Fig. 3.16).

Figure 3.16: Reconstructed image n(x, y) with 4 projection (view with perspec-
tive)

Thus to improve the image, it is necessary to increase the number of projec-
tion angles. In the following figures, the result of image Fig. 3.17 (a), (b), (c)
with 9, 18 and 36 projections respectively are shown.

Figure 3.17: Reconstructed image n(x, y) with (a) 9 projections, (b) 18 projec-
tions and (c) 36 projections

Similarly to what was done in chapter 2, a band-pass filter (38-42 kHz)
is implemented in Matlab in otder to obtain an even smoother image. the
comparison between raw data and filtered data image reconstruction is presented
in Fig.3.18 where we can indeed observe a smother image once the filter is
applied.
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Figure 3.18: Reconstructed image n(x, y) from 36 projections with (a) raw data
and (b) filtered data

3.4.2 Backprojection Reconstruction by Matlab

In the late period of this PhD we discoverd that Matlab is proposing a complete
Inverse Radon transform called ”Iradon”. This method assumes that the center
of rotation is the centre point of the projections and that the variable θ describes
the angles (in degrees) at which the projections were taken. It can be either a
vector containing the angles or a scalar specifying the incremental angle between
projections. Iradon uses the filtered backprojection algorithm to perform the
Inverse Radon Transform. The filter is designed directly in the frequency domain
and then applied to the FFT of the projections. Since our own algorithm was
already designed we decided to test-bench it against Matlab’s reference.

In addition to the inverse Radon transform Matlab Iradon proposes several
types of filters:

• Ram-Lak - The cropped Ram-Lak or ramp filter (default).

• Shepp-Logan - The Shepp-Logan filter multiplies the Ram-Lak filter by a
sinc function.

• Cosine - The cosine filter multiplies the Ram-Lak filter by a cosine func-
tion.

• Hamming - The Hamming filter multiplies the Ram-Lak filter by a Ham-
ming window.

• Hann - The Hann filter multiplies the Ram-Lak filter by a Hann window.

• none - No filtering is performed.

Figure 3.19, the reconstruction from the very same 36 projections raw data
(id est without the bandpass filter) aquired with the two piezo-actuators (see
Fig. 3.17) with each type of filter are plotted.
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Figure 3.19: Image reconstructed from acquired data projection b MatlabIradon
function.

As we can see in these images, the reconstruction done by Matlab is limited
to a 70x70 size image, while the reconstructed image with our algorithm is
100x100 pixels. In our algorithm, in order to avoid the edge effects, a circular
mask was added to the figures 3.17 so that any pixel outside the mask has a
value of zero. Matlab Iradon applies a stronger limitation as it keeps only the
square image that would fit in our circular mask. In order to compare Matlab
Iradon to our algorithm, we had to truncate the previous plotted data thus to
obtain a similar size 70x70 pixels as can be observed in Fig. 3.20(b).

Figure 3.20: Image reconstructed from acquired projections with our own algo-
rithm (a) original image 100x100, (b) truncated image 70x70.

In order to compare our imag we applied a caluclation of the mean square
error (MSE) between our matrix of pixels s(x, y) and those computed from
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Matlab Iradon s̃(x, y)

MSE =
1

mn

m
∑

x=1

n
∑

y=1

[s(x, y)− s̃(x, y)]2. (3.16)

All reconstructed images have a MSE of 0.262% , apart, as could be expected
from the plots of Fig. 3.19, for the one with no filter (none) for which the MSE
is even lower at 0.093%. It is not very clear to us why the introduction of the
filtering to the Iradon function induces a visible degration of the reconstruction
from our measurements. However, since these filters are designed to reduce the
effect of brutal step at the interface of the imaged objects and as our object (the
acoustic wave) does not have any discontinuity it is not very surprising that the
filter does not lead to any improvement of the reconstructed image.

The comparison between Matlab Iradon and our own algorithm has been
performed for band-pass filtered data showing even better MSE and no further
benefits of the reconstruction filters.

3.5 Acoustic tomography imaging experimenta-
tion

In this section we present a set of experiments that have been designed to
highlight the performances and limits of the novel imaging system that we have
labelled ATOFI (Acoustic Tomography by OFI). In addition to what has been
presentd so far, multiples slices at different altitudes have been acquired. The
imaging system provides data in a volume with a voxel resolution of 1.0 x 1.0
x 1.0 mm, and contains values that represent the acoustic pressure change in
time, thus leading in reality to a 4D imaging system.

The ATOFI setup with this resolution and considering the displacement
range of the translation stages scans 500k pixels, representing a rectangular
cuboid volume of 100x100x50 mm.

Amongst the numerous experimental arrangements that were tested in this
thesis, we present here, at first the detailled results from a unique acoustic
source, then the interferences between two sources in various configurations and
eventually an imaging of the Huygens-Fresnel principle in acoustics showing
that numerous punctual sources behave as a unique source of larger diameter.

3.5.1 Acoustic 3D imaging of a unique source

The configuration of the setup developed for the acquisition of computerized
tomography image has been explained throughout this chapter. In this arrange-
ment, the sound field is generated by an ultrasonic piezoelectric KPUS-40T-16T
-K768 driven by a sinusoidal voltage of 10 Vp-p at 40 kHz frequency. The setup
is the same as depicted in Fig. 3.7.

Figure 3.21 (a) and (b) show the reconstruction computed for a slice located
at roughly 1 mm above the sound source for a time t0 and t0 +T/2 respectively,
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while Fig. 3.21(b) and (c) show for the same times the slice located roughly to
50 mm above the source.

Figure 3.21: Acoustic field in the time domain of the one source at 40 kHz, (a)
at an altitude of 1 mm and t = t0, (b) at an altitude of 1 mm and t = t0 + T/2,
at an altitude of 50 mm and t = t0, (d) at an altitude of 50 mm and t = t0 +T/2.

While at 1 mm only one single peak is observed, at 50 mm, lateral prop-
agation of the acoustic wave is imaged as pressure rings surrounds the main
peak.

By measuring the amplitude of the bin corresponding to 40 kHz in the sig-
nal spectrum computed by FFT, we can obtain a representation of the average
acoustic pressure variation distibution in space. Figure 3.22 shows the compar-
ison of the distribution at 1 mm and 50 mm.
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Figure 3.22: Average acoustic pressure variation distribution based on the
40 kHz bin amplitude in the signal FFT, at (a) altitude of 1 mm and (b) altitude
of 50 mm.

The representation of volumes in thesis manuscripts not being an easy task
we propose first to depict the 3D image by two vertical sections orthogonal one
to each other. Figure 3.23 presents these 3D visualization for the reconstructed
image in time (t = t0) and in average pressure variation through the amplitude
of the 40 kHz bin.

Figure 3.23: Acoustic field in 3D of the one sources at 40 kHz, (a) 3D Visual
representation in time domain (b) 3D Visual representation in FFT domain.

The volume rendering (VR) representation is an alternative solution. It is a
set of techniques available in Matlab that are used to display on a 2D projection
a 3D data set. The VR can be seen as extracting the isosurfaces (areas of equal
values) in the volume and representing them as polygonal meshes in a 3 axis
plot. In Fig. 3.24, time acquisition (t = t0 and t = t0 + T/2) are ploted with
empirical values chosen for the isosurfaces allowing for an explicit visualization
of the acoustic propagation in the volume.
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Figure 3.24: 3D visualization of the acoustic field in time domain of one acoustic
source at 40 kHz using Matlab VR tool. (a) t = t0 and (b) t = t0 + T/2 .

Similar visualization approach is applied to the averaged pressure changes
(40 kHz bin amplitude) in Fig. 3.25(b) together with the display of 6 slices
distributed from 1 mm to 50 mm altitudes with a step of 10 mm (Fig 3.25 (a)).

As can be seen on the plots of Fig. 3.24(b) and 3.25(b), the average pressure
change isosurface is larger as it is more distant from the acoustic source, which
is to be expected since the pressure variation is more condensed near the source
as it was already observed in chapter 2. Also, and in good agrement with the
2D plots of chapter 2, the average pressure variation distribution exhibits small
varations with a spatial periodicity close to λs/2.

Figure 3.25: Acoustic field in the FFT domain of the four sources at 40 kHz,
(a) Visual representation at 6 specific levels (1, 10, 20, 30, 40, 50 mm) (b)
Volumetric representation of the acoustic pressure in a volume of 100 x 100 x
50 mm.
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3.5.2 Interferences

Interferences with two coplanar sources in phase

In the following arrangement, we set two KPUS-40T-16T-K768 ultrasonic piezo-
electric transmitters that are displayed on the same horizontal plane. They are
actuated by the same sinusoidal signal of 10 Vp-p at frequency 40 kHz. The
propagation axis is perpendicular to the optical propagation direction as shown
in the figure 3.26. The distance between the two sources is roughly 28 mm.

Figure 3.26: Schematic of the Acoustic Tomography Optical Feedback Interfero-
metry (ATOFI) setup with two acoustic source speakers.

The plots of Fig. 3.27(a) and (b) show the result of the reconstruction for
a slice located at 1 mm from the sources plane for t = t0 and t = t0 + T/2.
Similarly, the plots of Fig. 3.27(c) and (d) show the reconstructed slice at an
altitude of 50 mm.
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Figure 3.27: Acoustic field in time domain of the two coplanar sources in phase.
(a) altitude of 1 mm and t = t0, (b) altitude of 1 mm and t = t0 + T/2, (c)
altitude of 50 mm and t = t0, (d) altitude of 50 mm and t = t0 + T/2.

Displaying the reconstructed 3D image with the two orthogonal vertical
planes, one can observe that the maximum of pressure wave variation is lo-
cated along the vertical axis of equi-distance between the two speakers. This
effect is noticeable in both the time and frequency domain (amplitude of the
40 kHz bin).
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Figure 3.28: Acoustic field in 3D of the two sources at 40 kHz, (a) 3D Visual
representation in time domain (b) 3D Visual representation in FFT domain.

Through the volume rendering (Fig. 3.29), we observe the same phenomenon
both in time (t = t0) and frequency.

Figure 3.29: Acoustic field in the time domain of the four acoustic sources at
40 kHz, in volumetric representation, in (a) t = t0 and (b) t = t0 + T/2 .

It is interesting to observe that the constructive interference seems to occur
only at altitudes higher than 20 mm and is more clearly visible at the higher
altitudes. This is most likely due to the distance between the two actuators as
in Fig. 3.29 (a), we clearly see that up to 20 mm of altitude, both wave do not
really propagate in the same volume.

Interferences with two coplanar sources in phase oppotisiton

With the very same arrangement than for the previous experiment, we have
driven the two piezo-actuators with π shifted sinusoidal signals at 40 kHz as

88



can be shown in Fig. 3.30(a) in which the speaker A has negative pressure while
the speaker B has positive pressure. The correspondig slice was acquired at an
altitude of roughly 1 mm while Fig. 3.30(b) plot represents at the same t = t0

the slice at 50 mm where, due to the wave complexity, the image interpretation
is very complex.

Figure 3.30: Acoustic field reconstructed slice in time domain of two sources at
40 kHz in phase opposition (a) at an altitude of 1 mm and (b) at an altitude of
50 mm.

In the actual 3D images, with the two orthogoanl planes, the destructive
interference that is expected to arise where the two waves meet (id est at the
equidistant vertical line from each source), can be clearly observed both in time
domain (t = t0, Fig. 3.32(a)) or in pressure distribution (using the 40 kHz bin
amplitude, Fig. 3.32(b)).

Figure 3.31: Sinogram acquired for the two speakers for destructive interference.
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Figure 3.32: Acoustic field in 3D visualization of the two sources at 40 kHz, (a)
in time domain (b) in frequency domain.

In this case, the images that would be obtaine using Matlab VR rendering
would be of no help to see this destructive interference effect since it would
occcur inside the visible mesh surface of the plot.

For that reason, we manage to open the volume created by the VR rendering.
In the image of Fig. 3.33(a) we have kept only the back part of the external
isosurface in order to observe the internal isosurface. As can be seen, this
internal isosurface has the shape of a vertical cylinder that indicates the lower
pressure variation induced by the destructive interference. As an other possible
visualization of the phenomenon, Fig. 3.33(b) shows the VR image cutted in
two by the half while the rest of the pressure change distribution inside the
isosurfaces is kept visible in the remaining half. We believe the quality of this
image to be absolutely remarkable and very impressive demonstration of the
ATOFI imager system performance.
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Figure 3.33: Acoustic field in the frequency domain of the two sources at fre-
quency 40 kHz, (a) Rendering volumetric of the destructive interference (b)
volumetric representation of the acoustic pressure sliced along the vertical plane.

3.5.3 Stationnary wave

In this experiment, the stationnary wave is produced by the association of two
speakers emitting in opposite directions and set on the same propagation axis at
a distance of 100 mm as shown in Fig. 3.34. The two speakers are the ultrasonic
piezoelectric transmitter KPUS-40T-16T-K768 driven by a sinusoidal voltage of
10 Vp-p amplitude at 40 kHz frequency. The observation volume is delimited
by 15 slices of images of 100 x 100 pixels.

Figure 3.34: Schematic of the ATOFI experimental setup for a stationary wave
produced by two identical sources in opposite direction.

In this case, the distance between the two opposing speakers was 100 mm,
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however the data acquired to visualize the standing wave in this experiment was
15 mm with a resolution of 1 mm, equivalent to two times the wavelength λs of
the sound.

The behavior of the standing acoustic wave in the frequency domain (FFT)
is shown in two different levels that correspond to the position of a node and
an antinode of the standing wave in Fig. 3.35.

Figure 3.35: Acoustic field of the standing wave in frequency domain of the
two speakers at 40 kHz, at (a) Nodo to altitude = 7 mm and (b) Antinode to
altitude = 10 mm .

The 3D representation using two perpendicular planes allow both in time
domain and in frequency domain to visualize the behaviour of the standing
wave in 3D as shown in Fig. 3.36. As can be expected, nodes and belly are
clearly visible.

Figure 3.36: Acoustic field of the standing wave in 3D of the two speakers at 40
kHz, (a) time domain (b) frequency domain.

While using the volumetric representation with frequency domain evaluation
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of the pressure density is shown in Fig. 3.37

Figure 3.37: Volumetric representation of the acoustic field of the stationary
wave in frequency domain of two speakers at 40 kHz facing each others. The
observation volume is 100 x 100 x 15 mm.

3.5.4 Focused wave with an acoustic concave mirror

In this experiment, the piezoelectric MA40S4S used as the origianl acoustic
source is coupled to a parabolic shaped acoustic reflector. The reflector has
a diameter of 4 cm and a depth of 2 cm. It has been specifically manufac-
tured for this application using 3D printing techniques at the workshop of the
LAAS-CNRS. The speaker is set face down to the parabolic reflector as shown
in Fig. 3.38 and along its symetric axis thanks to thin metallic attachment
which dimensions are expected to have neglectable impact on the acoustic wave
propagation. The proposed experimental setup is design to obtain a focus of
the acoustic wave after reflexion on the parabolic reflector. The location of the
focus is visible at a distance of approximately 50 mm. The scanning volume is
set to 100x100x50 mm with a step size of 1 mm, exactly as it was in previous
experiments.
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Figure 3.38: Schematic of the ATOFI setup imaging a focused wave produced
by reflexion on a concave reflector. (a) Experimental setup description, (b) the
parabolic reflector.

The image resulting from this experiment are shown in Fig. 3.39 for the
plane located at 1 mm and for the times t0 and t0 + T/2. As we can see in
Fig. 3.39, the experimental setup proposed does not produce a similar wave
than the speaker alone (see Fig. 3.21(a) and (b) for comparison at same height
and t0). The explanation of this difference is not completely clear. It could
a shadowing effect induced by the speaker itself, but one can also imagine the
interferences between the reflected wave and the one emitted on the rear side of
the speaker and it can very well be a combination of both phenomena.

Figure 3.39: Image of the acoustic field slice at the height of 1 mm with the
speaker and the parabolic relflector at (a) t = t0 and (b) t = t0 + T/2 .

In the following images (Fig. 3.40), the acoustic pressure at the altitude of
50 mm in the time domain is obtained. Again the amplitude of the pressure
change in the center of the image is much less than with the speaker alone (see
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Fig. 3.21(c) and (d) for comparison).

Figure 3.40: Acoustic field in time domain of the 1 speaker and the parabolic
lens, at the altitude of 50 mm, at (a) t = t0 and (b) t = t0 + T/2 .

It is interesting to observe the distribution of the pressure change in space
using the peak amplitude at 40 kHz in the signal spectra. The plot of Fig. 3.41(a)
clearly shows an occulting effect at the center of the image at 1 mm while
at the altitude of 50 mm, the acoustic pressure has been reconstructed in a
coherent way. With comparison to the standalone wave of the speaker alone
(Fig. 3.23(b)), one can abserve at 50 mm a much better concentration of pressure
change at the center of the image that is the result of the focusing effect of the
reflector.

Figure 3.41: Acoustic field in frequency domain of the 1 speaker and acoustic
lens, at (a) altitude = 1 mm and (b) altitude = 50 mm .

The focusing effect is very visibile in the 3D visualization using orhtogo-
nal planes (Fig. 3.42) and with the isosurface based volumetric representation
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(Fig. 3.43) even though, because of too short translation axis it has not been
possible to observe the defocusing that shall happen at higher altitudes, nor to
precisely estimate the focus location.

Figure 3.42: 3D representation by two orthogonal planes of the acoustic wave
produced by reflexion of a piezo-actuator pressure wave reflected on a concave
parabolic shaped reflector (a) time domain (b) frequency domain.

Figure 3.43: Acoustic field in frequency domain of the 1 speaker and parabolic
lens, (a) Visual volumetric representation in time domain (b) volumetric repre-
sentation of the acoustic pressure in a volume of 100 x 100 x 50 mm.

3.5.5 Huygens-Fresnel principle in acoustics

For the last experiment in this section, we have built an experimental setup that
allows to illustrate the Huygens-Fresnel principle applied to acoustic waves. A
large dimension acoustic source is realized by seven smaller diameter sources set
in the same plane perpendicular to the acoustic propagation axis. These almost
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punctual sources are similar MA40S4S piezo-actuator powered by a 10 Vp-p
amplitude with the same phase and placed in a very dense hexagonal distribution
as shown in Fig. 3.44. The sum of punctual sources is expected to realize a
propagating wave equivalent to the one produced by a unique source with a
large vibrating surface.

Figure 3.44: Schematic of the seven speakers in form of hexagonal.

The full imaging setup is sketched in Fig. 3.45. It is in all aspect similar to
the one used in previous experiments and the imaged volume is delimited by
100x100x29 mm.

Figure 3.45: The ATOFI setup with the acoustic source of seven speaker in
hexagonal form.

In the plane located roughly 1 mm above the speakers, we observe a pressure
variation corresponding to the the shape of each acoustic pressure. It is ploted
in time domain for a given time t0 and in Fig. 3.46(a). For the same t0 at a
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higher altitude (roughly 29 mm), the variation of pressure distributed in the
plane exhibit a unique bump corresponding to the combined pressure changes
of the seven speakers and equivalent to a unique source (see Fig. 3.46(b)).

Figure 3.46: Acoustic field in time domain of the seven sources at 40 kHz at
different altitude (a) 1 mm and (b) 25 mm

This effect is even more obvious while conisdering the amplitude of the
40 kHz bin in the FFT for each pixel as plotted in Fig. 3.47(a) and (b) for
an altitude of 1 mm and 29 mm respectively. Obviously at the lowest altitude,
the acoustic field is in the near field conditions, while at the highest one, a far
field condition is achieved and the presure wave can be considered as emitted
by a unique source with large diameter.

Figure 3.47: Acoustic field in frequency domain of the seven sources at 40 kHz,
at (a) altitude = 1 mm and (b) altitude = 29 mm .

In the 3D representation in time domain, the propagation of the acoustic field
can be observed as if it was generated by a single sound source Fig. 3.48(a). In
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the frequency domain, it is possible to visualize which region of acoustic pressure
can be considered as the near field and which is already the far field as shown
in Fig. 3.48(b).

Figure 3.48: Acoustic
field of the seven speakers at 40 kHz in 3D, (a) time domain (b) frequency
domain.

With the volumetric representation in time domain of Fig. 3.49(a), we can
observe the construction of the far field pressure wave passing from the seven dis-
tinct sources to a single wave. Using the frequency representation of Fig 3.49(b),
one can observe very clearly a waist in the propagated wave at a distance of
roughly 10 to 15 mm from the sources plane. This waist defines the limit be-
tween far and near fields.

Figure 3.49: Acoustic field of the seven sources at 40 kHz, (a) Visual volumetric
representation representation in time domain (b) Volumetric representation in
frequency domain of the acoustic pressure in a volume of 100 x 100 x 25 mm.

Near the acoustic source there are significant fluctuations in the intensity of
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the sound due to the constructive and destructive interference of the multiple
waves that originate in the face of the source. This region defines the near field
of the source. However, at some point the pressure waves combine to form a
relatively uniform front. In this region where the beam of the acoustic source
is more uniform and extends in a pattern that originates in the center of the
transducer, the pressure wave behaviour fits the far field conditions.

The point of transition between the near field and the far field (sometimes
called the ”natural focus” of an unfocused transducer) can be calculated if the
frequency and diameter of the transducer and the speed of sound in the material
are known.

The formula for the calculation of the near field is the following

z =
D2 − λ2

4λ
. (3.17)

In practice, the diameter of the vibrating surface is much larger than the
wavelength of the soundwave and the equation (3.17) can be simplified as,

z ≈ D2

4λ
= N (3.18)

where N is the length of near-field extension.

Due to the fact that the arrangement of the seven speakers does not fill all
the effective area of the equivalent circle of an ideal source, we have considered
two different diameters for the equivalent acoustic source. The first one consider
the ideal circle as the one that connect the most excentered points of the six
external speakers. These points realize a perfect hexagone, and the second circle
is the circumscribed circle in the hexagone. Both circles and the hexagon are
plotted in Fig. 3.50 with regard to the speaker arrangement.

100



Figure 3.50: Estimation of the diameter of Acoustic Source by seven Speakers.

Considering that the external diameter of the MA40S4S speakers package is
10 mm and applying the Eq. (3.18) the following results are obtained. With:

• D1=30 mm the near field N=26.47 mm,

• D2=26 mm the near field N=19.88 mm.

Taking the Fig. 3.49 (b) as a reference and using the Matlab tool for volumet-
ric representation, a cut was made in the middle of the Y axis, obtaining in this
way a two-dimensional image of the acoustic field propagation along the Z axis
with respect to the X axis. After having calculated the near field, we proceeded
to locate it in the field of propagation, either with an acoustic source with a
diameter of 30 mm and 26 mm, as explained in the previous point. What can be
observed is that in the calculated region of the near field the acoustic pressure is
contracted, possibly due to the chaos caused by the interference of the different
acoustic sources (MA40S4S), and then, when forming a single acoustic source,
the acoustic pressure extends forming a projection cone in this way
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Figure 3.51: Near field in Acoustic propagation by frequency domain of the
seven sources at 40 kHz in Y Axis.

3.6 Resume

Throughout this chapter it has been demonstrated the feasability of imaging
reconstruction of acoustic waves in three dimensions (x,y,z) and 4D (x,y,z,t)
by association of the OFI acoustic pressure sensing approach with a technique
based on the inverse Radon Transform. This method uses the parallel lines of
response of the OFI sensor and projection functions at different measurement
angles. Its principle has been explained in detail and the equation have been
conditioned to be applied to the opto-acoustic effect through the OFI.

The reconstruction of acoustic fields based on tomography by OFI has been
implemented with an algorithm based on the algebraic reconstruction technique
(ART) because the data obtained in the acquisition of the acoustic signal are
discretized when the response lines (LOR) are applied in a parallel. The reso-
lution of the images obtained in the different experiments visualized in images
in three dimensions has been possible thanks to the robust design of the to-
mographic acquisition system designed in the laboratories of the OSE team of
the LAAS-CNRS. These results have made possible to verify some very well
know phenomenon encountered with propagating waves (interferences, statio-
nany wave, Huygens-Fresnel,...) but that were extremely difficult to observe in
the case of pressure waves through a non-intrusive method. These results and
the extreme sipmlicity of the sensig method reveals promissing applications in
the case of more complex acoustic systems as for example the study of acoustic
metamaterials [90].
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Conclusion

The development in the field of optics since the invention of the laser has al-
lowed the deployment of optical technology in different research areas. This
doctoral thesis first explored the use of optical methods to characterize acoustic
fields as a mean to improve the current state of the art in sound measurement.
The increasing capacities of computer systems have allowed the development
of new measurement techniques to study propagating pressure waves in trans-
parent media such as air and water. Thus, the traditional microphone arrays
that are still in use in industrial applications start to be challenged by opti-
cal methods. Noteworthy is the spatial and temporal resolution with which
optical methods can be used to measure various acoustic phenomena. In com-
parison, conventional microphones spatial resolution is linked to the dimensions
of the microphone membrane. This means that, to improve spatial resolution,
the membrane needs to be reduced, resulting in a loss of sensitivity. Schlieren
imaging and shadowgraphy have been depicted in the first chapter, but more
promising is the development of interferometric methods. In the recent years the
Laser Doppler Vibrometry (LDV) has proven to be of major interest for imaging
acoustics phenomenon. 2D images in the ultrasonic and audio frequency range
first and then, by means of a tomographic imaging approach, in 3D.

Optical feedback interferometry (OFI) is a measurement technique whose
implementation for the visualization of acoustic phenomena is quite recent. The
measurement principle is based on the disturbance of the laser emission param-
eters induced by the reinjection in the laser cavity of the back-scattered light
through a variation in the round-trip time of the laser light in the external cavity
that is established between the laser diode and a distant reflector.

In this thesis, the principle of optical feedback interferometry based on the
three mirror model of Fabry-Perot is analyzed by the formal equations of Lang
and Kobayashi in which the feedback parameter C plays an important role
in measuring the variations of the refractive index. The measurement princi-
ple by optical feedback interferometry with a laser diode employs a detection
scheme using the photocurrent of an integrated photodiode, which allowed a
non-intrusive measurement of acoustic radiation patterns by means of sensing
the refractive index of the medium that it is altered by a mechanical wave
produced by an acoustic source. This phenomenon produces a change of the
round-trip time of the light when it travels in the section of the outer cavity of
the setup of three mirrors, as it was clearly demonstrated in chapter two of this
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thesis.
The experimental setup is very simple, and a set of experiments has shown

that its operation does not require specific conditions such as an anechoic cham-
ber. Only an anti-vibratory work table was used in all measurement conductedd
in this thesis. As a first evaluation of the sensing technique, an arrangement of
the setup dedicated to the characterization of the radiation pattern of acoustic
sources and the experiment in which the tests were established had as a re-
sult which was published in paper 1 of this thesis “Characterization of Acoustic
Sources by Optical Feedback Interferometry”. In a second step, we have imaged
the propagation of acoustic sources in two dimensions .

We have interrogated the way that the integration of refractive index vari-
ations along the optical axis of the laser impacts the quality of the 2D image.
For that we have designed a simulation of acoustic wave propagation in volume
and computed the linear integration of pressure change. With this model, we
have been able to confirm that alteration due to the projection along the optical
axis induces low alteration of the pressure wave image.

This imaging approach was first used to determine the location of the origin
of a spherical wave. With the same experimental setup it is possible to analyze
acoustic fields produced by one or more acoustic sources as we explored the case
of a stationary wave resulting from a single source facing an acoustic reflector,
as well as the case of two identical sources facing each other. This work was pub-
lished in the peer reviewed journal Optical Engineering and in the proceedings
of the international conference SPIE Photonics Europe under the titles “Visual-
ization of an acoustic stationary wave by optical feedback interferometry” and
”Optical Feedback Interferometry Applied to Visualize an Acoustic Stationary
Wave” respectively. In both cases, nodes and belly of the stationary waves were
observed without any ambiguity.

These results obtained in the 2D imaging configuration are not presented
in this manuscript since in a second time we have managed to images these
two stationary waves using the 3D imaging method that is presented in the
third chapter of this thesis. The prominent achievement of this thesis was the
reconstruction of a three-dimensional image of the propagation of the acoustic
field. It has been possible thanks to the robustness that is inherent to the
system that we have developed. As compared to the 2D imaging method, the
system was modified by the addition of a rotating stage that was remotely
controlled and that allows to apply the computed tomography (CT) technique
which reconstructs transverse images of the propagation of sounds in a perfectly
non-invasive way. The data processing is based on the inverse Radon Transform
(RT), which provides cross-sectional images at different levels. The imaging
setup achieves a volumetric image that can reach up to 100x100x100 voxels
with a spatial resolution of 1 millimeter, which gives us a 106 voxels in total. In
order to ensure that the acquisition is performed without vibrations induced by
the translation/rotations, rest time of the displacement have been added and a
minimum time of 1 hour was required for each slice.

It the chapter three we present several experiments with different resolutions
in which different acoustic phenomena can be visualized. We mostly focused our

104



investigations in the observation of interferences between two or more acoustic
sources. Apart for the stationary waves that were discussed in the previous
paragraph, we have observed the constructive and destructive interferences pro-
duced by two sources located in the same plane and that can be driven in phase
or out of phase. Eventually, we also have observed the Huygens Fresnel principle
in the acoustic domain by displaying seven sources in the same plane producing
a unique wave in the far field that is equivalent to the one that would have
produced a large vibrating membrane. In this case, the image of the acous-
tic propagation in 3D can be used to determine the extension of the near-field
propagation domain. It was also possible to determine the focus location of the
propagation produced by the association of a spherical source with a concave
acoustic reflector. A reflexion was carried out on the best way to represent the
3D images that were computed. We decided that the best solution was to pro-
pose two displays: one with two vertical perpendicular sections of the data, and
another using the volume rendering tool of Matlab. With the latest, images of
the destructive interference produced by the two coplanar acoustic sources in
phase opposition are quite impressive in our point of view.

Therefore, the tool developed in this thesis can obtain images of the acous-
tic field in 2 or 3 dimensions, which allows to have a unique insight of the
phenomenon related to the waves either resulting from a unique source or from
the interferences between several sources.

It should be noted that the mechanical system designed, control design,
data acquisition and processing, necessary to achieve the 3D imaging has been
patented. Generally speaking, the work that has been done in this PhD and that
is described in the present manuscript has attracted attention in the scientific
community as well as in the industrial domain. Currently, a PhD is in progress
that applies the acoustic detection using OFI sensor with opto-acoustic effect
in the context of a LabCom ANR between the OASIS team and the company
ACOEM that is devoted to non-destructive testing of industrial machinery. In
the mean time, a collaboration has been established with the Institut Fresnel
in Marseille, which objective is to deploy acoustic imaging in acoustic metama-
terials. In the context of a joint laboratory called LICUR, the OASIS team of
the LAAS-CNRS and the CEA Gramat are starting to investigate the potential
of OFI sensors for detection of pressure shock waves generated by explosives.
Eventually, the contribution of OFI sensing in acoustic could be of interest in
the domain of biology where researcher are investigating the auditory systems
of animals and plants. This interest is at the origin of the present PhD after
the contact we initially had with researchers in bio-mechanics of the University
of Bristol that has trigger our research in the acoustic domain.
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Recommendations

The prototype was developed for 40 KHz waves so if you want to work with
audible frequencies you need to modify its design since at low frequencies the
wavelength of the sound increases, which should make new analyzes of the en-
vironment and the laboratory because it will work with sound waves that will
have spatial lengths in the order of decimetres, therefore these waves being large
could cause reflection in a laboratory of small dimensions creating interference
in the wave to be analyzed. The acquisition time for the image acquisition in
2 and 3 D, can be reduced if more than one laser diode is used, however the
calibration of these will be a research topic since they must have the same char-
acteristics for the same environment. to be analyzed, subject that is complex
due to the position of the third mirror in the Fabry-Pérot model.

107





Future work

The results obtained with the OFI system based on the structure of three mirrors
with a laser diode show that there is a potential development of projects to
evaluate metamaterials, being able to analyze even their unique characteristics
such as negative refractive indices, as well as the behavior of an acoustics when
it crosses these elements. Another future work will be through this system to
analyze the internal cracks caused by manufacturing defects in high voltage
insulators, which are imperceptible to the naked eye and can only be detected
when they are in operation, because when an insulator has a factory defect
emits an approximate wave at 40KHz. Another work could be focused on the
visualization of the acoustic wave that produces a high-cost musical instrument
with a low-cost one.
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for arbitrary feedback levels: a concise algorithm,” Appl. Opt., vol. 53,
pp. 3723–3736, Jun 2014.

[79] Y. Yu, J. Xi, J. F. Chicharo, and T. M. Bosch, “Optical Feedback Self-
Mixing Interferometry With a Large Feedback Factor C : Behavior Stud-
ies,” IEEE Journal of Quantum Electronics, vol. 45, pp. 840–848, July
2009.

[80] K. Bertling, J. Perchoux, T. Taimre, R. Malkin, D. Robert, A. D. Rakić,
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In this section, we describe some of the important properties of the RT. Let’s

assume any function f so that f(x, y)
Radon←→ p(r, θ)

• Linearity: If g
Radon←→ q(r, θ) , then

αf + βg
Radon←→ αp + βq (A.1)

• Shift/Translation:

f(x− x0, z − z0)
Radon←→ p(θ, r − x0 cos θ − z0 sin θ) (A.2)

• Rotation:

f(x cos θ
′

+ z sin θ
′

,−x sin θ
′

+ z cos θ
′

)
Radon←→ p(θ − θ

′

, r) (A.3)

• Simetry/Periodicity:

p(r, θ) = p(θ ± π,−r) = p(θ ± kπ, (−1)kr),∀k ∈ Z (A.4)

Affine Scaling special cases of affine scale property.

f(αx, βz)
Radon←→

p∠π(β cos θ, α sin θ)

(

r|α|β
√

(β cos θ)2 + (α sin(θ))2

)

√

(β cos θ)2 + (α sin θ)2
θ) (A.5)

For α, β 6= 0,where r±(αa, βb) = αr ± (a, b) and ∠π(αa, βb) = ∠π(a, b)

– Magnification/Minification

f(x,−z)
Radon←→ p(π − θ,−r) (A.6)

– Flips

f(−x, z)
Radon←→ p(π − θ, r) (A.7)

• The Projection Integral Theorem: with h a scalar function: h : R −→ R :

∫

p(r, θ)h(r)dr =

∫∫

f(x, z)h(x cos θ + z sin θ)dxdz (A.8)

Volume Conservation: The volume conservation property is one of many
consistency conditions of the RT [91].

∫∫ ∞

−∞

f(x, z)dxdz =

∫ ∞

−∞

p(r, θ)drdθ (A.9)
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Abstract: Sound can be described as the propagation of pressure variations in compressible media 

that involves compression and expansion and induces a change in the density of the medium. This 

change in acoustic pressure as it induces a change of the refractive index can be measured by 

optical methods, the most recent being the optical feedback interferometry. With this technique, a 

laser diode is beaming on a reflective surface thus creating a cavity where the acoustic wave 

propagates. This paper presents anovel experimental technique to measure radiation pattern of 

acoustic sources based on optical feedback interferometry in a laser diode. 

Keywords: optical feedbackinterferometry; acoustic; ultrasound; radiation pattern 

 

1. Introduction 

In the present research, we have elaborated a novel system to measure the sound pressure level 

emitted by an acoustic source. The measurement principle stands on the impact of the acoustic 

pressure on the transparent medium refractive index [1–5]. The experimental arrangement is as 

follows: the laser and the reflective surface are set in a fixed position while the acoustic wave crosses 

the laser beam and the change in refractive index induces changes of the optical path of the cavity 

(Figure 1). The variation of the laser emitted power PF is given by [2]: 

ிܲ = ܲ[ͳ + ݉ cosሺ߱ி߬ሻ] (1) 

where ܲ is the laser emitted power without optical feedback, ݉ is the modulation index that 

depends mostly on the reflectivity of the cavity and ߱ி is the angular frequency of the laser electric 

field. Eventually,߬is the round-trip time of flight in the external cavity. In the present situation ߬ =߬ +  ܿ/ܮwhere ߬ is the  round-trip time in absence of pressure variations that is equal to ʹ݊ ,߬ߜ

with ܮthe length of the laser-target cavity, ܿ  is the velocity of light in vacuum and ݊ is the 

refractive index of the external cavity medium. The variation induced by the medium 

compression߬ߜ can be defined by ߬ߜ = න ሻܿݖሺ݊ߜʹ ݖ݀
  (2) 

where ݊ߜሺݖሻis the change of the refractive index along the Z axis where the laser propagates. 



Proceedings 2017, 1, 348 2 of 4 

 

 

Figure 1.Principle of acoustic pressure sensing using optical feedback interferometry. The distance 

between the laser and the mirror is fixed; the laser diode and the monitoring photodiode are in the 

same package. 

2. Experimental Setup 

The acoustic source is an ultrasonic piezoelectric transmitter (MA40B8S) driven by a sinusoidal 

voltage at 40 kHz. It is mounted on a rotating stage controlled by a step motor. The optical feedback 

interferometer consists in a laser diode ML725B11F emitting at 1310 nm and a microspheres 

reflective tape glued on the target. The distance between the laser and the target is 200 mm and the 

sound wave propagates in a perpendicular plane to the laser propagation axis (Figure2a). The 

distance between the laser beam and the acoustic source is set to 100mm. 

(a) (b)

Figure 2. (a) Side view of the setup that includes an ultrasonic piezoelectric transmitter (MA40B8S) 

driven by a sinusoidal voltage at 40kHz, 10 V and the optical feedback interferometer consisting in a 

laser diode ML725B11F emitting at 1310 nm associated to a microspheres reflective tape; (b) Top 

view of the setup, showing the rotating stage position from 0° to +180° with clockwise and counter 

clockwise movement. 

Laser power variations are acquired through the monitoring photodiode included in the laser 

package, then using an acquisition card (NI-USB-6251) with a 1MHz sampling frequency. A 

Labview program controls the acquisition as well as the rotating stage position from 0° to +180° with 

a step of 1 degree. At each angular position 4096 samples of theamplified photodiode current are 

acquired then Fast Fourier Transform is performed (Figure 3). 
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Figure 3. System of measure the sound pressure level of the sound emitted by an acoustic source. 

3. Results 

Figure 4a presents the OFI sensor signal for 0°, 90° and 180° and it can be seen that as expected 

the acoustic pressure is much stronger in the normal direction of propagation (90°) than on the 

lateral directions. Figure 4b is the FFT of the sensor signal when the speaker emits towards the laser 

and a peak at the speaker excitation frequency can clearly be observed that rises by 30 dB from the 

noise floor. The amplitude of the 40 kHz peak in the FFT is stored and a polar plot is computed that 

represents the radiation pattern of the source. Figure4c shows the normalized radiation pattern that 

was measured for the MA40B8S ultrasonic source. 

(a) (b)

(c)

Figure 4. Measurement results. (a)Time domain signals at 0° (blue dashedline), 90° (black line) and 

180° (red line); (b) Frequency domain signal when the sound propagation is done towards the laser 

beam (corresponding to 90°); (c)Normalized acoustic pressure radiation pattern of the MA40B8S 

ultrasonic piezoelectric transmitter. 

4. Conclusions 

In this work, we have proposed and demonstrated a simple and reliable instrument that can be 

used for characterization of acoustic sources such as loudspeakers. The measurement principle 

based on the optical feedback in a laser diode allows for a nonintrusive measurement of acoustic 

radiation patterns with a very simple arrangement. In particular, no vibration controlled is required 
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and all measurements have been performed on standard boards. Experimental results have been 

obtained with a piezoelectric transducer but the system can easily be extended to any type of 

acoustic source over a large frequency range only constrained by the electronic bandwidth. 
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Abstract. This paper presents an experimental technique for two-dimensional imaging of dynamic acoustic
pressure changes that is applied to visualize a stationary acoustic wave. This technique uses the optical
feedback interferometry sensing scheme with a near-infrared laser diode and a two-axis scanning system.
The stationary acoustic wave is generated by using a 40 kHz piezoelectric transducer pointing toward a concave
acoustic reflector. The acoustic pressure dynamic changes are measured due to its impact on the propagating
medium refractive index, which variation is integrated along the laser optical path from the laser diode to a distant
mirror and back. The imaging system records a 100 × 50 pixels image of the acoustic pressure in 66 min. © 2018
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1 Introduction

The visualization of sound propagation has been a great chal-
lenge for researchers in recent years, leading to the develop-
ment of new systems to measure and reconstruct images of
acoustic pressure waves. The tools that are normally used to
detect and measure the acoustic field are microphones
that have a high sensitivity but need to be inserted inside
the acoustic field, which causes alterations in the measure-
ments of complex fields and in the case of imaging an acous-
tic wave requires a matrix of several microphones.1 The
detection of acoustic waves can be carried out by optical
methods2–4 and particularly using interferometry-based
solutions without disturbing the pressure field. The weak
changes of the refractive index in the transparent medium
where the light propagates produce a modulation of the opti-
cal path along the trajectory of the laser beam. The phase
shift induced by this modulation, which can be measured
using interferometers,5–8 represents the integration of pres-
sure changes over the laser trajectory.

However, the laser beam being of very small dimension
with regards to the laser wavelength, producing an image of
the acoustic waves requires to perform a raster scan so that
the measurement at each position represent a pixel of the
reconstructed image. While using traditional interferometric
methods such as laser Doppler velocimetry,9 bulkiness of the
optical systems and sensitivity to mechanical perturbations
drastically limits the range of operation.

The method presented in this paper is based on optical
feedback interferometry (OFI), which is based on the beating
effect between the emitted and the backreflected wave from
a distant reflector. OFI systems have previously been used
to detect sound waves by monitoring the vibration of an
exposed membrane10 and recently by sensing the acousto-
optic effect.11 In this seminal work, Bertling et al. have dem-
onstrated the possibility for OFI sensors to image acoustic

waves propagating in free-space. In this work, we apply a
similar method for the imaging of a stationary wave gener-
ated by coupling the acoustic source to a concave acoustic
reflector.

2 Principle of Operation

An interferometric modulation of the laser power is gener-
ated when a phase-shifted portion of the laser beam is
retro injected into the cavity from which it was originally
emitted.12 While re-entering the laser cavity, the electric
field of the backscattered light interferes with the laser cavity
inner field, which affects its phase and amplitude. The latest
directly impacts the laser power emission, where variations
are measured by the laser in-package monitoring photodiode.
The laser power fluctuations therefore provide an image
of the information on the optical path variations that have
followed the returning photons.

When applying OFI to the measurement of acoustic
fields, one measures the changes in the optical path between
the laser source and a distant mirror (as shown in Fig. 1) that
are due to the modulation of the refractive index induced by
the pressure wave. Solving the laser rate equations under
feedback conditions leads to the following expression of
the laser emitted power PF:

13

EQ-TARGET;temp:intralink-;e001;326;228PF ¼ P0½1þm cosðωFτÞ�; (1)

where P0 is the laser power without optical feedback, m is a
modulation index that depends mainly on the reflectivity of
the mirror, ωF is the angular frequency of the lasers electric
field, and τ is the round-trip time of photons in the external
cavity. In the case of pressure induced variation of the round-
trip time τ, this one can be described by τ ¼ τ0 þ δτ where τ0
is the round-trip time in absence of pressure change and δτ is
the variation due to the pressure-induced compression of
the medium11

*Address all correspondence to: Julien Perchoux, E-mail: julien.perchoux@
laas.fr 0091-3286/2018/$25.00 © 2018 SPIE
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EQ-TARGET;temp:intralink-;e002;63;516δτ ¼

Z
L

0

2δnðzÞ

c
dz; (2)

where δn is the refractive index change over the external
cavity length L and c is the speed of light in vacuum.

Thus, with this technique, the acoustic pressure variations
over an integration line are measured. In order to produce
an image of the acoustic wave, it is required to move the
sensor in each pixel position and to synchronize the signal
acquisition in each position with the acoustic source excita-
tion signal.

3 Experimental Setup

The optical feedback interferometer consists of a distributed
feedback laser diode L1320P5DFB with a transverse and
longitudinal single-mode emission at 1310 nm. The laser
is beaming onto an aluminium coated mirror of diameter
25.4 mm through a collimating lens (Thorlabs C240TME-C).
The external cavity length L between the laser and mirror is
set to 200 mm and both are mounted on U-shaped rigid
holder so that the optical path is not affected by any other
perturbation than the acoustic wave propagation while per-
forming the scan. The OFI set is associated to a translation
system with two motorized linear stage of 100 mm travel
range for the X axis and 50 mm travel range for the Y axis.

The acoustic source is an ultrasonic piezoelectric trans-
mitter KPUS-40T-16T-K768 driven by a sinusoidal voltage
of 10-V peak-to-peak amplitude at 40 kHz. Under these con-
ditions, 30 cm away from the transducer, the acoustic pres-
sure is expected to reach 117 dB. It is displayed (see Fig. 1)
so that the propagation axis is perpendicular to the optical
propagation direction and facing a parabolic reflector of
110 mm diameter leading to a focal distance of 40 mm.
The distance between the transducer and the reflector is
60 mm in order to obtain the stationary wave.

The amplitude of the signal variations is acquired through
the in-package monitoring photodiode of the laser, where
current is amplified by a custom-made transimpedance
amplifier then fed into a National Instrument acquisition
card (NI-USB-6251) with a sampling frequency of 1 MHz.
A Labview program controls the position of the linear

translation stages in both axes ðx; yÞ, and at each pixel the
photodiode amplified current is acquired as shown in Fig. 2
in the case of pixel (60,45), by windows of 1000 samples
length. The acquisition of the signal at each pixel takes about
0.8 s, and a time budget of Y s is allowed for the displace-
ment of the sensor and mechanical stabilization, all together
leading to a global time of 66 min to perform the full image.

Fig. 1 Schematic of the imager setup. The incident acoustic wave is represented in concentric solid line
arcs, while the reflected acoustic is represented as dashed line arcs. LD and PD stand for laser diode and
photodiode, respectively.
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Fig. 2 Time-domain sensor signal acquisition for pixel (60,45).

Fig. 3 Fast Fourier transform of the signal plotted in Fig. 2 corre-
sponding to pixel (60,45).
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Fig. 5 100 × 50 pixels instantaneous image of the stationary pressure wave after band-pass filtering of
signals. Still image from Video 1 (MP4, 5.8 MB [URL: http://dx.doi.org/10.1117/1.OE.57.5.051502.1]).

Fig. 6 Acoustic propagation axis stored time-domain signals showing nodes and antinodes of the pres-
sure wave.
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4 Results and Discussion

Figures 2 and 3 show the sensor signal and its fast Fourier
transform (FFT), respectively, for a given ðx; yÞ position.
In Fig. 3, the 40-kHz peak amplitude has been demonstrated
to be proportional to the acoustic field pressure.14

While saving the amplitude information of the FFT signal
at 40 kHz in each ðx; yÞ position, the image of the acoustic
pressure distribution in ðx; yÞ plane is reconstructed, showing
a very clear behavior of a stationary wave. Figure 4 shows
this image in the case of a 100 × 50 mm with a resolution
1 mm.

In addition, the image of the stationary wave can be plot-
ted using the instantaneous amplitude of the signal. In order
to improve the image quality, we applied a digital filter
pass-band Butterworth two-order with central frequency
40 kHz and band-pass from 38 to 42 kHz to each acquired
signal. Figure 5 shows such a reconstructed image, and
media 1 presents the evolution in time of this acoustic wave
representation.

In order to clearly appreciate the position of the nodes and
antinodes of the stationary wave, we have acquired and
stored the time domain variations of the sensor signal over
the 50 positions along the acoustic propagation axis. Figure 6
shows the sensor signals along the x-axis at y ¼ 60 mm at
50 consecutive acquisition over a generator signal period.
In this image, where the transducer location corresponds to
the 50 abscissa, it is possible to observe the acoustic wave-
length of 8 mm that corresponds to the frequency of 40 kHz
in the air.

5 Conclusion

Due to the use of an imaging system based on OFI, we dem-
onstrated the visualization of pressure variations of an acous-
tic stationary wave produced by the reflection of the emitted
wave by a concave reflector. The image that was produced
has a resolution of 1 mm and it allows clear observation of
the nodes and antinodes positions. Further extensions of
this work consist of observing acoustic wave shaping as,
for example, focalization by means of acoustic reflectors
and improving the acquisition time of the imager with the
objective to obtain the image in less than 66 min.
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ABSTRACT

This article presents a novel technique to acquire and visualize two-dimensional images of dynamic changes of
acoustic pressure in the case of a stationary acoustic wave. This method uses optical feedback interferometry
sensing with a near-infrared laser diode. The stationary acoustic wave is generated using two piezoelectric
transducers of 40 kHz facing each other, dynamic changes in acoustic pressure are measured in a 100 mm 100
mm acoustic propagation field whose refractive index is variable along the optical path of the laser from the laser
diode to a distant mirror and vice-versa. The image system records an image of 100 100 pixels of the acoustic
pressure variation.

Keywords: Acoustic imaging, Optical Feedback Interferometry, Acousto-Optic sensing

1. INTRODUCTION

A great challenge in recent years has been the visualization of sound propagation1 leading to the development of
new systems to measure and reconstruct images of acoustic pressure waves. For measuring the acoustic field in
air, microphones are commonly used as sensors2.3 They have a high sensitivity but the microphone’s body need
to be inserted into the field which causes extra reflection and diffraction. The measured quantity is contaminated
by the microphone itself. Furthermore a matrix of several microphones is required when imaging an acoustic
wave. The detection of acoustic waves can be carried out by optical methods.4 Since light does not affect the
behavior of sound, then interferometry-based device is a solution for detecting the pressure field without altering
it5.6 Therefore, the measurement error caused by the existence of equipments inside the field can be avoided.
The non-contact method permits to observe sound fields where microphones cannot be applied. The variation
of the refractive index7 in the transparent medium where light propagates produces variations in the speed of
light along the trajectory of the laser beam. The phase shift induced by this modulation can be measured by
using interferometers.

Since the laser wavelength is very small compared to acoustic wavelength, a raster scan is required to produce
an image of the acoustic waves. The measurement at each position represents a pixel in the reconstructed image.
While using traditional interferometric methods such as Laser Doppler velocimetry (LDV), bulkiness of the
optical systems and sensitivity to mechanical perturbations drastically limits the domains of operation.8

The method presented in this paper is based on optical feedback interferometry (OFI)10111213,14 which has
previously been used to detect sound waves by monitoring the vibration of an exposed membrane and recently by
sensing the acousto-optic effect.9 Bertling15 has exhibited the likelihood for OFI sensors to picture acoustic waves
engendering in free-space. In the present work, we apply a comparable technique for the imaging of a stationary
wave1617 produced by coupling the two acoustic source in opposite18.19 A standing wave is a stationary pattern
produced by the interference of waves bouncing back and forth in a confined space. Waves moving down and up
form an interference pattern that can be constructive or destructive. When the interference is constructive, we
can hear a significant increase in sound volume. This increase in the amplitude of the sound is called resonance.



2. PRINCIPLE OF OPERATION

An interferometric modulation of the laser power is generated when a phase-shifted portion of the laser beam is
retro-injected into the cavity from which it was originally emitted after reflection or retro-diffusion from a distant
object12 While re-entering the laser cavity, the electric field of the backscattered light interferes with the laser
cavity inner field, and thus affects its phase and amplitude. The latest directly impacts the laser power emission,
where variations are measured by the laser in-package monitoring photodiode. The laser power fluctuations
therefore provide an image of the information on the optical path variations that have followed the returning
photons.

Figure 1. Set-up optical feedback interferometry.

When applying OFI to the measurement of acoustic fields, the changes in the optical path between the laser
and a distant mirror (as shown in Fig. 1) are due to the modulation of the refractive index induced by the
pressure wave. Solving the laser rate equations under feedback conditions leads to the following expression of
the laser emitted PF :

20

PF = P0[1 +m cos(ωF τ)] (1)

where P0 is the laser power without optical feedback, m is the modulation index that depends mainly on the
reflectivity of the mirror, ωF is the angular frequency of the lasers electric field, and τ is the round-trip time of
photons in the external cavity.

The pressure induced variations of the roundtrip time τ , can be described by τ = τ0 + δτ where τ0 is the
round-trip time in absence of pressure change and δτ is the variation due to the compression of the medium and
can be explicated as

δτ =

∫
Lext

0

2δn(z)

c
(2)

where δn is the variation of refractive index, Lext is the external cavity length, and c represents the speed of
light in vacuum.

With this technique, the acoustic pressure variations along an integration line are measured in one point in
the acoustic field. In order to produce an image of the interferences of two acoustic waves, it is required to move
the sensor in each pixel position and to synchronize the signal acquisition in each position with the acoustic
source excitation signal.

3. EXPERIMENTAL SETUP

The optical feedback interferometer consists in a laser diode L1320P5DFB with a transverse and longitudinal
single-mode emission at 1310 nm. The external cavity length Lext between the laser and mirror is set to 200
mm and both are mounted on U-shaped rigid holder so that the optical path is not affected by any other
perturbations than the acoustic wave propagation while performing the scan. The laser beam is reflected by a



25.4 mm diameter aluminium coated mirror through a collimation lens (Thorlabs C240TME-C). The OFI set is
associated to a translation system with two motorized linear stages of 100 mm travel range for the X axis and
50 mm travel range for the Y axis. The acoustic source is two ultrasonic piezoelectric transmitters KPUS-40T-
16T-K768 driven by a sinusoidal voltage of 10 V peak-to-peak amplitude at 40 kHz. Under these conditions, the
propagation axis is perpendicular to the optical propagation direction as shown in Fig. 2.

Figure 2. Schematic of the OFI set-up.

The variations in the signal are acquired through the monitoring photodiode integrated in the laser package,
where the current is amplified by a custom made transimpedance amplifier and then the signal is digitized by
an acquisition card (NI- USB-6251) with a sample rate of 1 MHz. This reading is done through a dedicated
Labview program which also controls the linear motors for the displacement of both axes (x,y). At each pixel,
1000 samples of the photodiode amplified current are acquired as shown in Fig.3(a) for the pixel (30,5). The
acquisition of the signal for each pixel takes approximately 0.4 s. A Fast Fourier Transform is then applied
on this signal in order to achieve a considerable magnitude at the frequency of stimulation of the piezoelectric
device.

(a) Time-domain sensor signal acquisition for
pixel(35,35)

(b) Fast Fourier transform of the signal plotted to pixel
(35,35).

Figure 3. Signal sensor in time domain and frequency

To improve the signal it is necessary to implement a Band-Pass filter Butterworth which central frequency is
40 kHz with a windows equal a 4 kHz, with a time of response of the filter of 250 µs to obtain the next signal.



Figure 4. Time-domain sensor signal after Band-pass filtering of signal for pixel(35,35).

4. RESULT AND DISCUSSION

The procedure for scanning the area is obtained by moving the system as a grid of 100 points for 100 points with
a separation 1 mm between 2 pixels. With the values of each pixel at the same time, we can observe an image
in the time domain of the behavior of the acoustic pressure. However, the image is noisy.

Figure 5. 100x100 pixels instantaneous image of standing pressure wave from the sensor signal.

The Butterworth digital Band-Pass filter is then implemented (Fig. 5) in order to obtain a smoother image
.The standing waveform due to both speakers in the time domain can then be observed. By considering that the
length of sound wave at 40 kHz is 8.5 mm and the scan length is 100 mm, we get the length approximately to
11 acoustic wavelengths.



Figure 6. 100x100 pixels instantaneous image of standing pressure wave after band-pass filtering of signal.

In Fig. 7, we can observe the evolution in time of this acoustic wave along the Y axis and the position 50 in
X axis of the sensor signal in different time in order to clearly appreciate the position of the nodes and antinodes
of the stationary wave. Thus it is possible to appreciate the standing wave along of Y axis.

Figure 7. Acoustic propagation axis stored time-domain signals showing nodes and anti-nodes of the pressure wave.

A Fast Fourier Transform (FFT) of the sensor signal is computed for a given position (35, 35) and plotted in
Fig. 3(b). The 40 kHz peak has been demonstrated to be proportional to the acoustic field pressure.19

The amplitude of the FFT signal at 40 kHz in each position (x,y) is recorded and plotted to obtain the image
of the acoustic pressure distribution in the (x,y) plane, and thus it shows the behavior of the acoustic field of
the standing wave due to the interaction of two acoustic sources in space. Fig. 8(b) shows the image with a size
of 100 mm 100 mm and a resolution of 1 mm.



Figure 8. Acoustic pressure wave by FFT signal

5. CONCLUSION

With the imaging system based on Optical Feedback Interferometry, we visualize of acoustic pressure variations
in time domain and in FFT of a standing wave produced by two opposite acoustic wave sources. The image
obtained sizes 100 X 100 pixel with a resolution of 1 mm, allows us to observe in the time domain the nodes
and anti-nodes positions along the Y axis. The acquisition time has been improved, obtaining a bigger image
comparing to the previous works in just 66 minutes. The developed setup has great expectations for analysis in
different fields of the industry.
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ferometry: a tutorial on the self-mixing effect for coherent sensing,” Adv. Opt. Photon. 7, 570–631 (Sep
2015).

[12] Giuliani, G., Norgia, M., Donati, S., and Bosch, T., “Laser diode self-mixing technique for sensing applica-
tions,” Journal of Optics A: Pure and Applied Optics 4(6), S283 (2002).

[13] Donati, S., Giuliani, G., and Merlo, S., “Laser diode feedback interferometer for measurement of displace-
ments without ambiguity,” IEEE Journal of Quantum Electronics 31, 113–119 (Jan 1995).

[14] Agrawal, G., “Line narrowing in a single-mode injection laser due to external optical feedback,” IEEE
Journal of Quantum Electronics 20, 468–471 (May 1984).

[15] Bertling, K., Perchoux, J., Taimre, T., Malkin, R., Robert, D., Rakić, A. D., and Bosch, T., “Imaging of
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Abstract:

Sound as the propagation of pressure variations in compressible media involves compression and expansion and thus induces

changes of the refractive index that can be measured by optical methods. The most recent proposed method is the optical feedback

interferometry. With this technique, a laser diode is beaming on a reflective surface thus creating an optical cavity where the

acoustic wave propagates. This paper presents a novel experimental technique to measure radiation pattern of acoustic sources

based on optical feedback interferometry in a laser diode.

Principle of the OFI sensing scheme
The coherent light that is generated inside the laser is emitted

through the mirror M2, is transmitted through an external cavity of

physical length Lext and refractive index next to an distant mirror M3

and thus reflected and re-injected into the laser cavity.

Schematic of the OFI sensing scheme : laser cavity (M1, M2), external cavity 

(M2, M3)

The reinjected light interferes with the laser cavity light and 

impacts the laser emitted power (PF) so that :

Where: 

P0 is the laser power without optical feedback,

m is the modulation index (signal strenght), 

ωF is the angular frequency of the laser electric field,

τext is the round-trip time inside the external cavity.

Application to acoustics
The acoustic wave propagates trough the external cavity

inducing modulations of :

the local pressure

→ the refractive index

→ the round-trip time τext

→ the laser power

Acoustic sensing scheme with OFI principle

The round-trip time of flight is

with

Experimental setup
The optical feedback interferometer consists in a DFB laser diode (ML725B11F –
λ=1310nm) and a microsphere reflective tape glued on a solid metallic target

located 200mm away from the laser.

The acoustic source is a piezoelectric actuator (MA40B8S) driven by a sinusoidal

signal at 40kHz that is mounted on a motor controlled rotating stage.

The distance between the laser beam and the actuator is 100mm.

A Labview VI controls the acquisition and the position on the source.

Results

Time domain signal of the 

OFI sensor at 0, 90 and 

180°

Frequency domain signal of the 

OFI sensor at 0°

Normalized radiation pattern of the MA40B8S piezoeletric actuator
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