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Titre : Algorithmes de concep�on non quadra�ques pour les systèmes linéaires soumis à satura�on d'entrée
Mots clés : Automa�que, Systèmes saturés, LMI, Méthodes de Lyapunov, Stabilité
Résumé : Ce manuscrit propose de nouvelles condi�ons suffisantes pour la synthèse de contrôleurs dynamiques et stabilisateurs par retour de sor�e
incluant une boucle d'an�-windup sta�que pour les systèmes soumis à satura�on d’entrée. Étant donné un contrôleur dynamique stabilisant la
boucle fermée lorsque l'on néglige la satura�on de l'entrée, la synthèse de la boucle d'an�-windup sta�que est également abordée. Basés sur des
inégalités matricielles linéaires et bilinéaires (LMIs et BMIs, respec�vement), ainsi que sur des transforma�ons appropriées et des condi�ons de
secteur, les résultats exposés exploitent les formes quadra�ques indéfinies en signe impliquant l’état en boucle fermée et la zone morte de la
commande d’entrée pour définir des fonc�ons de Lyapunov par morceaux. Les solu�ons proposées u�lisent des degrés de liberté supplémentaires
par rapport à l’approche classique de stabilisa�on quadra�que pour construire des cer�ficats de stabilité exponen�elle globale ou régionale de
l’origine du système en boucle fermée. 

  
Les condi�ons LMI peuvent être u�lisées comme contraintes de schémas d'op�misa�on convexes qui peuvent être facilement résolus à l’aide de
solveurs et d’op�miseurs commerciaux. Pour les condi�ons formulées en termes de BMIs, des algorithmes itéra�fs basés sur une décomposi�on
convexe-concave sont donnés pour obtenir des solu�ons. Pour exécuter ces algorithmes, il est nécessaire d'aussi des condi�ons ini�ales faisables
que nous fournissons en exploitant la structure des BMIs. Avec une stabilité exponen�elle globale ou régionale garan�e, les solu�ons exposées dans
ce manuscrit assurent également un taux de convergence exponen�elle locale prescrit. De plus, lorsque seule la stabilité exponen�elle régionale est
a�eignable, les concep�ons régionales proposées perme�ent de déterminer des es�ma�ons du bassin d’a�rac�on de l’origine pour le système en
boucle fermée, avec un volume maximisé. Des applica�ons numériques sont présentées dans ce manuscrit pour illustrer l’efficacitéet les
désavantages de chacune des méthodes.

Title: Nonquadra�c design algorithms for input-saturated linear systems
Key words: Automa�c control, Saturated systems, LMI, Lyapunov methods, Stability
Abstract: This manuscript provides novel sufficient condi�ons for the synthesis of stabilizing dynamic output-feedback controllers with an�-windup
compensa�on for linear systems subject to input satura�on. Given a dynamic output-feedback controller, stabilizing the linear closed-loop, the
design of a sta�c an�-windup loop is also addressed. Based on Linear and Bilinear Matrix Inequali�es (LMIs and BMIs, respec�vely), together with
appropriate transforma�ons and sector condi�ons, the results exposed exploit the sign-indefinite quadra�c forms involving the closed-loop state
and the deadzone of the control input to define piecewise smooth Lyapunov func�ons. The proposed solu�ons leverage addi�onal degrees of
freedom with respect to the classical quadra�c stabiliza�on approach to construct global or regional exponen�al stability cer�ficates of the origin of
the closed-loop system. 

  
The obtained LMIs are used as constraints in convex op�miza�on schemes and may be easily solved with commercial solvers and op�mizers. For the
condi�ons formulated in terms of BMIs, itera�ve algorithms based on a convex-concave decomposi�on are given to solve such bilinear condi�ons.
To be executed, such algorithms require feasible ini�al condi�ons that we provide by exploi�ng the structure of the BMIs. With guaranteed global or
regional exponen�al stability, the solu�ons exposed in this manuscript also ensure a prescribed local exponen�al convergence rate. Addi�onally,
when only regional exponen�al stability is a�ainable, the proposed regional designs allow determining inner-approxima�ons of the basin of
a�rac�on of the origin for the closed-loop system, with maximized volume. Numerical applica�ons are presented in this manuscript to illustrate the
effec�veness and drawbacks of each one of the proposed methods.
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General introduction

Introductory discussion

Physical and technological limitations of sensors and actuators are intrinsic to
real-life control systems: Motors can not give unlimited torque, flaps may not turn
indefinitely, ovens have a maximum operating temperature and amplifiers are inca-
pable of producing infinite gains. When a controller demands a signal that is not
attainable by the actuator, we say that an actuator saturation occurred. Indeed, ac-
tuator saturation may occur not only in magnitude terms, but also in rate terms, i.e.
they are not able to respond limitlessly fast. Such actuator limits have been consid-
ered to extensively study the behavior of systems subject to input saturation in the
last decades, since neglecting the existence of these limitations may produce poor
performance or undesirable behaviors of dynamic controlled closed-loop systems, in-
cluding overshoot, slow convergence or even, in some cases, divergent responses [2],
[62]. In general, any real technological application can benefit from accounting the
saturation effect, since oversizing actuators may lead to increased construction or
operating costs [30].

Historical overview

Throughout the last century, it has been discovered that considering the effects
of actuator saturation is especially critical in high-gain systems, such as aircrafts,
rockets and power electronic applications. As an example, magnitude and rate
actuator limitations where the cause of the Chernobyl nuclear power plant accident
[62] and both JAS 39 Gripen crashes in 1989 and 1994 [46]. However, beyond the
fast-dynamics systems, the need to mitigate the effects of actuator saturation is
already evidenced in works published in the 1950s, years when control systems were
implemented by analog controllers [45]. More specifically, it was proposed that a
control system should be able to resolve the large signal issues stemming from the
saturation, instead of restricting the system dynamics to a small signal dynamics
behavior to avoid saturation [45]. Then, it can be concluded that [45] is an early

1
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observation of the nonlinear nature of the saturation phenomenon [18].

These real-life issues motivated the study on the so-called windup phenomenon
[28], which denotes the performance or stability loss of the control system when
saturation events occur, and pushed forward the works on systematic solutions to
the windup problem that, naturally, were baptized as anti-windup compensations.
This research interest continued being extended until the arise of digital control,
where some early results were published on anti-windup solutions (see, for example,
[16], [1]), evolving into relatively simple conditioning techniques for input-saturated
systems [57]. This early core of literature, well summarized in [38], was focused on
proposing ad-hoc strategies, thus in those years, there were no rigorous guarantees
on stability or performance. It was not until the 1990s that researchers started
addressing the anti-windup problem from a nonlinear control systems stability scope
and, since then, an extensive literature rigorously analyzing control systems subject
to input saturation and addressing synthesis of constrained stabilizing controllers is
available.

Today, not only articles, but even books, such as [69], [41] and [65], may be found
in the literature addressing these problems and providing modern approaches to
mitigate the windup phenomenon. Certainly, modern in the sense that they were
proposed after the year 2000. Moreover, there are some tutorial papers compiling
the modern formal theoretical stability analysis and stabilization, such as [18] and
[54]. Indeed, some of the recent works present results based in convex optimization
strategies, exploiting Lyapunov methods and linear matrix inequality (LMI) [4] tools
that can be easily implemented in algebraic solvers and optimizer software. These
anti-windup designs can be roughly classified in tree different strands: The stability
analysis, the direct controller synthesis and the anti-windup design.

It has been extensively shown that the presence of saturation in a closed-loop con-
trol system can lead to the emergence of parasitic equilibrium points and divergent
trajectories (see, e.g., [2], [28] and [65, Example 1.1]). Moreover, it was found in
the early 1980s that global asymptotic stability of the closed-loop system requires
the uncontrolled input-saturated linear plant not to be exponentially unstable [61]
(see also [59] and [63]), a class of systems denoted asymptotically null controllable
with bounded controls (ANCBC) [68]. Hence, whenever these requirements are not
fulfilled, i.e. when a linear plant is not ANCBC, only regional exponential stabil-
ity is attainable, and therefore, it is imperative to analyze the closed-loop system
in such a way that certain local conditions are satisfied, so that not only regional
exponential stability is guaranteed, but also an approximation of the basin of at-
traction is computed, and possibly maximized. Consequently, stability analysis of
saturating controller-plant feedback emerges as a fundamental problem and, in this
direction, several works following an LMI approach have proposed certificates of
global or regional exponential stability using quadratic Lyapunov functions [6], [30],
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[65], nonquadratic Lyapunov functions [37], [43], [39], piecewise quadratic Lyapunov
functions [13], [12] and sign-indefinite piecewise quadratic Lyapunov functions [56].

The second strand, the direct controller synthesis problem, addresses the problem
of designing a stabilizing controller while simultaneously considering the actuator
saturation limits in such a way that global or regional exponential stability of the
saturated closed-loop system is guaranteed, depending on whether the plant is AN-
CBC or not. Based on Lyapunov functions and LMI methods, this approach has
been used to conceive full state-feedback laws with anti-windup compensation, as,
for example, in [5], [20], [36] and [68]. Moreover, [11], [19], [22], [48], [49] and [58]
have also proposed rigorous methods for the synthesis of dynamic output-feedback
controllers with anti-windup compensation term. A common feature of these works
is the use of classical quadratic Lyapunov functions or nonquadatic Popov-like Lya-
punov functions to certify the closed-loop stability, combined with adequate ways to
embed the saturation nonlinearity in a sector description. These specific Lyapunov
function structures may lead to numerical conservative results (see, for example,
the discussion in [69, Section 4.4.1.1], [12] or [65, Example 3.3]). For this reason,
recent efforts have been made to exploit sign-indefinite quadratic forms involving a
deadzone nonlinearity, thereby providing piecewise quadratic and piecewise smooth
Lyapunov functions [56]. This functions provide sufficient and less conservative
LMI conditions, allowing for the synthesis of global and regional stabilizing state-
feedbacks [56] and dynamic output-feedback controllers [51], [52].

The last strand, the anti-windup design approach, requires a given pre-computed
controller locally stabilizing the saturating closed-loop system and specifying a pre-
scribed (or required) local closed-loop behavior when the saturation is inactive.
Thereafter, an anti-windup compensator is synthesized to mitigate the performance,
robustness or stability degradation when saturation occurs. Some results based on
LMIs and quadratic Lyapunov functions following this approach are presented in
[10] and [17] using model recovery anti-windup (MRAW) techniques, and in [7], [9],
[21], [24], [23], [26], [27] and [60] exploiting direct linear anti-windup (DLAW) aug-
mentations. Once again, to mitigate the conservativeness arising from the use of
quadratic Lyapunov functions, [47] developed design methods for DLAW compen-
sators using piecewise quadratic Lyapunov functions and, more recently, [55] and
[50] proposed positivity-relaxed approaches using the sign-indefinite quadratic forms
of [56] to compute the gains of a linear static anti-windup scheme while certifying,
respectively, global and regional exponential stability.

Manuscript overview

As compared to traditional quadratic and piecewise quadratic Popov-like ap-
proaches, the sign-indefinite quadratic forms presented in [56] may produce less
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conservative results due to:

1. the use of the information on the gradient of the nonlinearity [12], [44], and
2. the relaxed positivity conditions for the ensuing piecewise smooth Lyapunov

functions stemming from the use of appropriate sector properties of the non-
linearity [56].

Therefore, this manuscript exploits the versatility of the piecewise smooth non-
quadratic Lyapunov functions constructed with the sign-indefinite quadratic forms
of [56] to develop regional and global stability certificates. We provide novel condi-
tions with reduced conservativeness in the form of LMIs, for the design of dynamic
output-feedback controllers [51], [52] for an input-saturated plant, and in the form of
bilinear matrix inequalities (BMIs), for the synthesis of a static linear anti-windup
compensators [50], [55] implementing a prescribed linear controller that locally sta-
bilizes the linear closed-loop system. While LMIs can be directly implemented in
numerical solvers, in this manuscript we propose an iterative algorithm based on
a convex-concave decomposition inspired by [15] to solve each one of the problems
encompassing BMI conditions.

This manuscript is organized as follows. First, some fundamental concepts around
stability are recalled in Chapter 1, such as the definitions of Lyapunov stability of
linear and nonlinear systems and the domain of attraction. Afterwards, Chapter 2
defines the open-loop and closed-loop systems subject to actuator saturation with
the help of state-space representations. Moreover, here we present some elements
intimately linked to systems subject to input saturation, such as the regions of
linearity and saturation, the consequences of bounded controllability, the windup
phenomenon and the algebraic loops that may be induced when the control loop is
closed. All the previous definitions are introduced to delve, in Chapter 3, into the
motivations of this thesis and the problems addressed in this manuscript. Chapter
3 continues by presenting the sign-indefinite quadratic forms of [56] used to obtain
the results of this work.

The novel results found during this research work are presented subsequently.
Indeed, Chapter 4 establishes novel sufficient LMI conditions for the synthesis of
dynamic output-feedback controllers for input-saturated plants, presented in [51]
and [52]. More specifically, [51], compiled in Section 4.3.2, addresses the case of
exponentially stable plants constructing output-feedback design procedures that use
piecewise quadratic Lyapunov functions derived from the sign-indefinite quadratic
forms of [56] to certify global exponential stability of the saturated closed loop.
Using again the sign-indefinite quadratic forms of [56], Section 4.3.1, which analyzes
[52] in detail, exploits a piecewise smooth Lyapunov function to construct regional
stabilizing dynamic output-feedback controllers while maximizing estimates of the
domain of attraction.
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On the other hand, Chapter 5 proposes four novel algorithms allowing to com-
pute the gains of static linear anti-windup schemes while ensuring global or regional
exponential stability and a minimum convergence rate through sufficient BMI con-
ditions stemming from sign-indefinite piecewise quadratic and sign-indefinite piece-
wise smooth Lyapunov functions based on the sign-indefinite quadratic forms of
[56]. Such certificates and algorithms have been published in [50] and [55]. For the
regional results, the algorithms presented in Section 5.3.1 also use the procedures ex-
posed in [50] which allow maximizing the piecewise quadratic estimate of the basin
of attraction for the saturated controller-plant feedback. Finally, general conclu-
sions of the work results are given, together with different interesting perspectives
and challenges for future work.
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Chapter 1

Preliminary concepts

1.1 Introduction

Stability is arguably one of the fundamental concepts that need to be embraced
to study control systems and their properties. This chapter focuses on recalling the
stability in the sense of Lyapunov, and more specifically, the principles of the second
method of Lyapunov. Afterwards, based on these concepts, the definitions of the
basin of attraction and the region of stability are given. At the end of this chapter,
we present the application of these concepts to linear control systems.

The elements defined along this chapter are rather fundamental, and, therefore,
they can be found in classical linear and nonlinear control theory bibliography, as,
for example, in the books of Khalil [37] and Goodwin [25]. Nevertheless, they
are summarized here since they are necessary to understand the methods used to
obtain the results presented in the following chapters, in terms of stability analysis
or controller design for linear systems subject to input saturation.

1.2 Stability in the sense of Lyapunov

In general terms, the Lyapunov stability consist in showing that all the trajecto-
ries starting near an equilibrium point stay nearby. In such a case, we say that the
equilibrium point is stable, and otherwise, that it is unstable. The notions of equilib-
rium point and trajectory are introduced later in this section, since, before delving
into these definitions, it is necessary to contemplate some preceding elements. First,
introduce the concept of Lipschitz continuity.

Definition 1.1: Given an open set D ∈ Rn, a function V : D 7→ R is Lipschitz
continuous in D if, for each x ∈ D, there exist positive scalars k and ε such that,

7
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for each y ∈ Rn,

|y − x| ≤ ε⇒ |V (y)− V (x)| < k|y − x|. (1-1)

Consider the autonomous system

ẋ = f(x), (1-2)

where f : D 7→ Rn is a locally Lipschitz function from D ⊆ Rn to Rn. Define then
an equilibrium point as follows.

Definition 1.2: The state x̄ is an equilibrium point of (1-2) if f(x̄) = 0.

Furthermore, the definitions and theorems presented in this chapter are stated
considering the following assumption.

Assumption 1.1

System (1-2) has an equilibrium at the origin x = 0. In other words, f(x)
satisfies f(0) = 0.

As shown in [37, Section 4.1], Assumption 1.1 does not produce any loss of gener-
ality in the study of the stability of any equilibrium point of system (1-2). Denote
with ϕ(t, x0) the solution (or trajectory) of the system (1-2) corresponding to the
initial state x(0) = x0 as a function of time t. This solution is unique due to the
Lipschitz property of f . Then, the stability of an equilibrium point is defined as
follows.

Definition 1.3: The origin of the system (1-2) is

• Lyapunov stable, if for each ε > 0, there exist δ = δ(ε) > 0 such that

|x0| < δ ⇒ |ϕ(t, x0)| < ε

for all t ≥ 0.
• Asymptotically stable, if it is stable and, moreover, δ can be selected in such

a way that

|x0| < δ ⇒ lim
t→∞
|ϕ(t, x0)| = 0.

• Globally asymptotically stable, if limt→∞ |ϕ(t, x0)| = 0 holds for any x0 ∈ Rn.
• Unstable, if it is not Lyapunov stable.

Definition 1.3 implies that the origin of the dynamic system (1-2) is Lyapunov
stable if the trajectory ϕ(t, x0), with |x0| < δ, stays in the neighborhood

D(ε) = {x ∈ Rn : |x| ≤ ε} (1-3)

for all t ≥ 0. If, additionally, the trajectory ϕ(t, x0) tends to the origin as t tends to
∞, then the origin x = 0 is asymptotically stable. On the contrary, if for any ε > 0

there exists always a solution ϕ(t, x0) that leaves D(ε) in (1-3), then the origin of
the system (1-2) is unstable.
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The stability certificates that will be presented in Chapters 4 and 5 ensure not only
Lyapunov stability but exponential stability, which is a special case of asymptotic
stability. Exponential stability is define as follows.

Definition 1.4: The origin of system (1-2) is exponentially stable if there exist
positive scalars α, δ and k such that

|x0| < δ ⇒ |ϕ(t, x0)| < ke−αt|x0|
for all t ≥ 0.

Definitions 1.3 and 1.4 certainly require solutions ϕ(t, x0) to be defined for all
t ≥ 0, which may not be true in some cases. This means that Definitions 1.3
and 1.4 usually can not be directly applied to analyze the stability of an equilibrium
point. Fortunately, the Lyapunov’s second method, proposed by Aleksandr Lyapunov
in 1882, ensures the global existence of these solutions and, further, proposes a
generalized way to analyze the stability of an equilibrium point.

1.2.1 Lyapunov’s second method

Broadly speaking, Lyapunov’s second method consists in showing that there ex-
ists a positive-definite function of the states of a dynamical system that decreases
along this latter’s trajectories, similar as, for example, the energy in mechanical
or electrical systems, where the presence of non-conservative acting forces yields to
energy dissipation in form of heat or noise. This means that, although the analytic
identification of all the trajectories ϕ(t, x0) remains an open problem, we may use
Lyapunov’s second method to analyze the stability of an equilibrium point without
having any explicit determination of the trajectories at the neighborhood of the ori-
gin. The next theorem presents the sufficient conditions that ensure the stability of
the origin of system (1-2) in a neighborhood D containing the state x = 0.

Theorem 1.1

[37, Theorem 4.1] Regional stability. Let the origin x = 0 be an equilibrium
point of system (1-2), D ⊂ Rn be an open set containing x = 0 and the
function V : D 7→ R be a continuously differentiable function in D. If

a) V (0) = 0, V (x) > 0 for all x ∈ D \ {0} and
b) V̇ (x) ≤ 0 for all x ∈ D,

then the origin of (1-2) is Lyapunov stable. Moreover, if

c) V̇ (x) < 0 for all x ∈ D \ {0},

then the origin of (1-2) is asymptotically stable from D.
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Definition 1.5: Any function V satisfying the conditions b) and c) in Theorem
1.1 is called a Lyapunov function for system (1-2).

The set V (x) = c, for some c > 0, is called a Lyapunov level set, and condition
c) of Theorem 1.1 implies that, when a trajectory ϕ(t, x0) crosses a Lyapunov level
set V (x) = c, it does not leave the sublevel set Ωc := {x ∈ Rn : V (x) ≤ c}.

Of course, the local stability result proposed in Theorem 1.1 can be extended to
determine global asymptotic stability conditions, which ensure that, for any initial
state x0 in the state-space Rn, all the solutions ϕ(t, x0) converge to the origin. Al-
though intuitively considering that Theorem 1.1 ensures global asymptotic stability
when D = Rn, this is not the case because radial unboundedness of V is also re-
quired for the global stability problem. With this in mind, the next theorem provides
sufficient conditions for global asymptotic stability.

Theorem 1.2

[37, Theorem 4.2] Global stability. Let the origin x = 0 be an equilibrium
point of the system (1-2) and function V : Rn 7→ R be a continuously
differentiable function. If

a) V (0) = 0, V (x) > 0 for all x ̸= 0,
b) |x| → ∞ ⇒ V (x)→∞ and
c) V̇ (x) < 0 for all x ∈ Rn \ {0},

then the origin of (1-2) is globally asymptotically stable.

It is important to remark that Theorems 1.1 and 1.2 provide sufficient condi-
tions for regional and global asymptotic stability. This means that not finding a
Lyapunov function leads to inconclusive results on stability, and, consequently, an
autonomous system (1-2) may be regionally or globally asymptotically stable even
though no Lyapunov function was found. Therefore, the main challenge stemming
from applying these theorems relies on finding a function V that actually satisfies
the conditions for global or regional stability. In the particular case of physical sys-
tems models, the energy function usually satisfies these conditions and may be often
used as a Lyapunov function, but, for some abstract cases, the selection of function
V may become a challenging task, and different selections of function V may lead
to different stability analysis results.

The results presented in [14] turn out to be especially advantageous for the se-
lection of a Lyapunov function, since they may be exploited to construct a broad
class of Lyapunov functions. In fact, the continuous differentiability of V required
in Theorems 1.1 and 1.2 can be relaxed into Lipschitz continuity. This result will
be further made precise in Section 3.4.2 and, as an example, it allows to construct
stability certificates based on piecewise smooth Lyapunov functions.
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1.2.2 The basin of attraction

Even though determining if an equilibrium point is Lyapunov stable is useful,
there is further information on stability that we might desire to extract. This is the
case of the domain of attraction of the system (1-2), which allows us to determine
the set of initial states generating solutions that converge to the origin. In fact, this
is directly related to the definition of the basin of attraction of the origin.

Definition 1.6: Consider the autonomous system (1-2). The basin of attraction
of the origin of (1-2) is the set of initial states x0 = x(0) ∈ Rn such that the trajec-
tories ϕ(t, x0) converge to the origin. Rigorously speaking, the basin of attraction is
defined as

RA := {x0 ∈ Rn : t→∞⇒ ϕ(t, x0)→ 0}. (1-4)

Based on Definition 1.6, it is immediate to note that if the autonomous system
(1-2) is globally asymptotically stable, then RA = Rn. However, when (1-2) is not
globally asymptotically stable but regionally asymptotically stable, the analytical
determination ofRA remains an open problem, generally difficult and, in some cases,
impossible [65].

Figure 1.1 shows a phase plane with several trajectories and illustrates the non-
trivial nature of the basin of attraction of the origin for a nonlinear system with three
equilibrium points. For all t ∈ [0, 50], notice that the trajectories ϕ

(
t,
[
8,−1

]T )
and

ϕ
(
t,
[
4, 1
]T )

belong to the basin of attraction RA of the origin of the system, while

ϕ
(
t,
[
3,−2

]T )
belongs to the basin of attraction of the equilibrium point

[
−2, 1

]T
and, as far as the simulation allows us to see, ϕ

(
t,
[
5,−3

]T )
and ϕ

(
t,
[
4, 4
]T )

di-
verge.

Figure 1.1: Presence of
converging and diverging
trajectories for a nonlinear
system with multiple
equilibrium points. Initial
conditions (×) and equilibrium
points (◦).
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1.3 Linear systems stability

Linear systems are a particular class of dynamical systems, where the principle
of superposition holds. This principle implies that any response obtained from the
sum of k initial conditions is equal to the sum of the k responses obtained separately
from the k initial conditions. Following the state-space modeling regular notation,
consider the linear time-invariant system

ẋ = Ax, (1-5)

where x ∈ Rn. Assume that det(A) ̸= 0. Then, the unique equilibrium point of
system (1-5) is the origin, since exactly and only x = 0 verifies

ẋ = A · 0 = 0.

Recall that, for any initial state x0 = x(0) ∈ Rn, the solution of system (1-5) at a
time t is

ϕ(t, x0) = eAtx0 (1-6)

Recall also from linear control theory (see, for example, [25]) that some properties
of the solutions of the linear time-invariant system (1-5), including stability and time
response, can be determined by observing the eigenvalues of matrix A. Regarding
asymptotic stability, it is possible to state the following theorem.

Theorem 1.3

[37, Theorem 4.5] The equilibrium point x = 0 of the linear time-invariant
system (1-5) is

• Globally asymptotically stable, if and only if Re(λmax(A)) < 0.
• Unstable, if Re(λmax(A)) > 0.

When all the eigenvalues of A satisfy Re(λi(A)) < 0, we say that matrix A

is Hurwitz. Then, exploiting Theorem 1.3, it is possible to state that the origin of
(1-5) is globally exponentially stable if and only if A is Hurwitz. Moreover, since the
solution (1-6) of the system (1-5) has an exponential form and is homogeneous, then
the origin of (1-5) is also exponentially stable whenever it is locally asymptotically
stable. Therefore, the stability of the linear system may be determined by observing
the maximum eigenvalue of A, i.e. λmax(A), which is usually known as the dominant
eigenvalue.

Remark 1.1: The origin of linear system (1-5) may be Lyapunov stable if, for all
i = 1, · · · , n, Re(λi(A)) ≤ 0 and certain conditions on the algebraic multiplicity of
the eigenvalues of A with real part equal to zero are satisfied. However, since global
exponential stability is not obtainable when, for any i = 1, · · · , n, Re(λi(A)) = 0,
this case is out of the scope of this work.
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Figure 1.2: Examples of the trajectories of asymptotically stable and unstable
linear systems.

Figure 1.2 illustrates the stability of linear systems. Following the definition of a
linear system given in (1-5), it shows the trajectories ϕ(t, x0(i)), with i = 1, · · · , 4,
for:

• at the left, an asymptotically stable linear system, with a matrix A having
eigenvalues λ(A) = {−1,−2}, from the initial states x0(i) =

[
±2 ±2

]T
and

• at the right, an unstable linear system, with a matrix A with eigenvalues
λ(A) = {1, 2}, from the initial states x0(i) =

[
±1 ±1

]T
.

The stability analysis based on eigenvalues may be also carried out with differ-
ent strategies, such as Routh’s Algorithm or Nyquist analysis. Nevertheless, these
methods are not introduced in this manuscript since they are not used this thesis.

1.4 Summarizing comments

The definition of Lyapunov stability was introduced, together with the definition
of exponential stability. Since the analytical determination of the trajectories of the
system is rather hard, and sometimes impossible, we presented the second method
of Lyapunov to study global or regional asymptotic stability of an equilibrium point.
The concept of domain of attraction was also discussed. We introduced also some
results for the stability analysis linear time-invariant systems, for which the Hurwitz
property of the state matrix of the system is necessary to ensure global exponential
stability. The definitions presented in this chapter are necessary to develop the
constrictive methods for input-saturated linear systems in Chapters 4 and 5.
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Chapter 2

Linear systems subject to actuator
saturation

2.1 Introduction

Certainly, linear systems subject to input saturation can also be studied by us-
ing the state-space modeling, which, indeed, is one of the most common modeling
approach in control engineering to develop analytical and constructive stability con-
ditions. In this chapter, we introduce the concept of linear plant subject to input
saturation in Section 2.2.1, and then, we present the controller forms used in this
manuscript in Section 2.2.2. With these definitions, the controller-plant closed-loop
system state-space model is given. Furthermore, in Section 2.2.1 we also depict the
mathematical model of the saturation nonlinearity used in this research.

In Section 2.3, we focus the properties of the input-saturated systems. First, in
Sections 2.3.1 and 2.3.2, we define some fundamental implications stemming from the
saturation limits, such as the presence of bounded controllability and the appearance
of regions of linearity and regions of saturation. Then, Section 2.3.3 discuss the
issues on the stability and performance of the controller-plant saturated feedback,
and proposes the implementation of a linear compensator to mitigate the appearing
degradations. Except for the cases where it is explicitly specified, the concepts,
definitions and results presented here can be found in [65], [69] and references therein.

2.2 Saturated systems control modeling

The linear systems subject to saturating inputs can be simultaneously described
as linear and nonlinear systems. Regarding the open-loop system, it remains linear
despite having a nonlinear input. However, it is shown later that, when the feedback

15
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loop is closed, the closed-loop system follows a linear behavior in a certain region
where the saturation is inactive, but the linearity property is lost when the loop
feedback is closed and actuator saturation occurs.

2.2.1 The open-loop linear system

Suppose that the control signal u is subject to upper and lower magnitude con-
straints in the plant input, simulating a saturating actuator. Then, the linearity of
the open-loop system can be straight evinced by considering the linear plant subject
input saturation ∣∣∣∣ ẋp = Apxp +Bpsat (u)

y = Cpxp +Dpsat (u)
, (2-1)

where xp ∈ Rnp is the state vector of the plant, y ∈ Rp corresponds to the measured
output and u 7→ sat (u) denotes the decentralized asymmetric saturation function
whose components are

sati (ui) := max {−ui,min {ui, ui}} , (2-2)

with lower saturation limits ui > 0 and upper saturation limits ui > 0 for all
i = 1, ...,m; ui, ui and ui being the ith entry of vectors u, u and u, respectively. A
depiction of the symmetric saturation function is shown in Figure 2.1, in which the
upper limits and lower limits have the same absolute value, or u = u.

2.2.2 The controller-plant feedback

In order to improve the behavior or performance of the input-saturated plant, we
may let a controller handle the input signals of the plant. It is important to remark
that real-world actuators usually transduce the input magnitude into a different
output physical quantity. For example, a DC motor transduces an electric field
into mechanical movement, and a microphone converts air vibrations into electric
signals. However, for simplicity, we consider that the actuator has no dynamics and
that it is only represented by a saturation map. Therefore, the controller presented
here takes the input signal, which turns out to be the output signal of the plant y,
to compute the output signal u. Thereafter, this control signal u is injected into a
saturation mapping to produce the signal sat (u).

Furthermore, introduce the deadzone function dz (u) := u− sat (u). The figure
2.2 shows the symmetric deadzone function. Then, it is possible to set up two
control strategies: a state-feedback controller and an output-feedback controller.
Depending on the selected control law, stabilizability of plant (2-1) requires different
necessary conditions, evoked below. Besides, for both control strategies, the closed-
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i i
u

i

i

i

sat (u
i
)

Figure 2.1: The symmetric
saturation function.

i i
u

i

dz (u
i
)

Figure 2.2: The symmetric
deadzone function.

loop dynamics may be compactly written as∣∣∣∣ ẋ = Ax+Bdz (u)
u = Cx+Ddz (u)

, (2-3)

where the definition of the state vector x and the matrices A, B, C and D depends
on the selected control law, as verified in the next two sections.

State-feedback control modeling

Assume that the plant (2-1) is observable and stabilizable. Then, considering the
state-feedback control law

| u = K1xp +K2dz (u) , (2-4)

with output u ∈ Rm, the closed-loop system stemming from the controller (2-6)
and plant (2-1) is nonlinear due to the presence of the actuator saturation in the
controller output. Moreover, for the purposes of this work, a control augmentation
is implemented with the term K2dz (u) in the state feedback controller (2-4). The
advantages of applying this control augmentation, called anti-windup compensation,
are explained in Section 2.3. Figure 2.3 presents the block diagram of the controller-
plant feedback. Moreover, note that whenever K2 ̸= 0, the presence of the deadzone
function in the state-feedback control law (2-4) induces an algebraic loop, whose
well-posedness is required to be able to ensure the existence of a unique (piece-
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Plant
ẋp = Apxp + Bpsat(u)
y = Cpxp + Dpsat(u)

Controller
u = K1xp + K2dz(u)

Actuator

+    -

yu sat(u)

dz(u)

xp

Figure 2.3: The state-feedback
controller-plant closed-loop
system.

Plant
ẋp = Apxp + Bpsat(u)
y = Cpxp + Dpsat(u)

Controller
ẋc = Acxc + Bcy + Ecdz(u)
u = Ccxc + Dcy + Fcdz(u)

Actuator

+    -

yu sat(u)

dz(u)

Figure 2.4: The
output-feedback controller-plant
closed-loop system.

wise affine) solution xp 7→ v(xp) to equation (2-4) [70]. The sufficient conditions
guaranteeing well-posedness of this algebraic loop are addressed in Section 2.3 and
can be originally found in [70] and [3, Proposition 1].

Hence, combining (2-4) and (2-1), the dynamics of the controller-plant closed-loop
system are given by (2-3), with

x := xp, A := Ap +BpK1, B := Bp(K2 − Im), C := K1, D := K2. (2-5)

Ouptut-feedback control modeling

Assume that the plant (2-1) is detectable and stabilizable. Then, by setting up
an unconstrained linear feedback control law∣∣∣∣ ẋc = Acxc +Bcy + νx

u = Ccxc +Dcy + νu
, (2-6)

with state vector xc ∈ Rnc and output u ∈ Rm, the resulting closed-loop system
turns out to be certainly nonlinear and its dynamics are directly affected by the
presence of the actuator saturation. Following [69, Section 4.2], the controller-plant
feedback resulting from (2-1) and (2-6) is well-posed if and only if there exist the
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matrix inverses
∆u = (Im −DcDp)

−1 ,

∆y = (Iq −DpDc)
−1 ,

(2-7)

where ∆u exists if and only if ∆y exists.

As in the state-feedback control law (2-4), an anti-windup augmentation may be
implemented with the terms νx and νu, which are selected as

νx := Ecdz (u) ,
νu := Fcdz (u) .

(2-8)

As in the state-feedback control case, an algebraic loop is also induced when Fc is
not null for the output-feedback control strategy, and well-posedness is a necessary
condition for the existence of a unique solution x 7→ v(x) to the output equation
in (2-6) [70]. Figure 2.4 presents the block diagram of the controller-plant feed-
back. The nonlinear dynamics of the closed-loop system derived from (2-1), (2-6)
and (2-8) are given by the compact system (2-3), with the extended state vector
x :=

[
xT

p xT
c

]T ∈ Rn, n = np + nc and A B

C D

 :=


Ap+Bp∆uDcCp Bp∆uCc −Bp∆u+Bp∆uFc

Bc∆yCp Ac+Bc∆yDpCc Ec+Bc∆yDp (Fc−Im)

∆uDcCp ∆uCc Im+∆u (Fc−Im)

 . (2-9)

2.3 Properties of saturated systems

2.3.1 Bounded controllability and stabilization

The concepts and definitions compiled in this section may be found in [61], [40]
and [65]. Introduce the linear plant∣∣∣∣ ẋp = Apxp +Bpv

y = Cpxp +Dpv
, (2-10)

with state xp ∈ Rnp , input v ∈ Rm and output y ∈ Rp. Then, considering (2-10),
the following assumptions are made.

Assumption 2.1

The pairs (Ap, Bp), (Cp, Ap) of the plant (2-10) are stabilizable and de-
tectable, respectively.
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Assumption 2.2

The input v is restricted to the compact set

U(Im) := {v ∈ Rm : −u ≤ v ≤ u}, (2-11)

where −u ≤ v ≤ u is a component-wise inequality and u ∈ Rm, u ∈ Rm

have positive components.

Once the control signal is restricted to U(Im), the characterization of the trajec-
tories that converges to the origin despite using bounded control signals becomes a
major issue, leading to the concept of null-controllable region [61].

Definition 2.1: Considering the plant (2-10), a state x0 is a null-controllable
state of the plant (2-10) if there exist a finite time tss and an admissible control
signal v(t) ∈ U(Im), ∀t ∈ [0, tss] such that, for an initial state xp(0) = x0,

lim
t→tss

ϕ(t, x0) = 0. (2-12)

Definition 2.2: The null-controllable region of plant (2-10) is defined as the set
of null-controllable states of the same plant.

Moreover, we say that:

Definition 2.3: The linear plant (2-10) is null-controllable if the region of null-
controllability is equal to Rn [40].

Note that plant (2-10) with input v restricted to the compact set U(Im) is equiv-
alent to plant (2-1) due to the definition of the saturation mapping in (2-2). It may
be proven that, due to Definition 2.3, global exponential stability of the closed-loop
system (2-3) is obtainable if and only if the state matrix Ap of the input-saturated
plant (2-1) is Hurwitz, while local exponential stability holds whenever Ap is not
Hurwitz but A in (2-3) is Hurwitz.

2.3.2 Regions of linearity and saturation

Consider the controller-plant saturated feedback (2-3) and the definition of the
saturation function in (2-2). For the states close to the origin, the control signal is
not saturated, thus

dz (u) = 0

and the dynamics of the state of the closed-loop system are given by∣∣∣∣ ẋ = Ax

u = Cx
. (2-13)

Therefore, we can define the region of linearity as follows.
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Figure 2.5: The asymmetric unbounded (in the left) and symmetric bounded (in
the right) regions of linearity RL and saturation RS with matrix D = 0.

Definition 2.4: The region of linearity RL of the closed-loop system (2-3) is
defined as the set of states x ∈ Rn such that sat (u) = u.

The region of linearity can be also defined as the intersection of the half-spaces

Rmax
i = {x ∈ Rn : ui ≤ ui},
Rmin

i = {x ∈ Rn : ui ≥ ui},
with i = 1, · · · ,m, which is equivalent to

RL = Rmax
i ∩Rmin

i . (2-14)

With this definition, it is possible to observe that the region RL

• is symmetric if u = u, and asymmetric otherwise.
• is bounded if rank(C) = n and unbounded if rank(C) < n, where the matrix
C is the output matrix of the closed-loop system (2-3).

Furthermore, the region of saturation RS can be straight defined as

RS := Rn \ RL, (2-15)

since the region of linearity encompasses all the states x in which the saturation is
inactive. Figure 2.5 illustrates the linearity and saturation regions, together with
the two properties described above.

Since the closed-loop system dynamics in the region of linearity are linear, it is
possible to adapt the next theorem, presented and proven in [65, Theorem 1.1], which
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proposes some guarantees about the trajectories of the controller-plant feedback
(2-3) from a initial state contained in any subset of the region of linearity.

Theorem 2.1

[65, Theorem 1.1] If the matrix A of system (2-3) is Hurwitz, then there
always exists a set SL for which the following properties hold:

1. SL ⊆ RL,
2. ∀x0 ∈ SL, ϕ(t, x0) is a trajectory of the linear system (2-13) and
3. ∀x0 ∈ SL, the trajectory ϕ(t, x0) asymptotically converges to the

origin.
Furthermore, any positive invariant set contained in the region of linearity
can be considered as a region SL.

2.3.3 The windup phenomenon

Physical control systems are usually limited by the actuator capabilities. Conse-
quently, most control systems may suffer a degradation in performance, robustness
or stability when actuator saturation occurs in the plant input. This well-known
phenomenon is called "windup" [28], [29]. One of the most known windup events in
the control domain is the integral windup, in which the saturation nonlinearity pro-
duces excessively large error values in the integrator component of PID controllers,
thus slowing down and overshooting the output response of the feedback control
loop system [1].

Perhaps one of the simplest solutions to eliminate the windup effects is to invest
in less-restrictive actuators, so that saturation occurs less frequently or never occurs.
However, the windup phenomenon can also be mitigated by implementing a con-
troller design augmentation, namely an anti-windup compensation, a filter that is
typically activated when the actuator is saturated and relieves the saturation effects.
In controllers (2-4), the anti-windup component is represented by the nonlinear term
K2dz (u) while, in controller (2-6), it is represented by the terms νx = Ecdz (u) and
νu = Fcdz (u), as selected in (2-8). Among other results, this thesis provides dif-
ferent guidelines, strategies and algorithms to synthesize the static gains Ec and Fc

(see Chapter 3 for the description of the design problems and Chapters 4 and 5
for the results). The following examples depict the effectiveness of the static linear
anti-windup scheme in mitigating the windup effects.

Example 2.1: Academic example. Consider the following saturated system with
ū = 0.5, state-space model plant matrices

Ap =

[
−1 0

0 0.1

]
, Bp =

[
1

1

]
, Cp =

[
1 1

]
, Dp = 0 (2-16)
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Figure 2.6: Response of the
controller-plant closed-loop
system (2-3) with plant (2-16)
and controller (2-17) from the
initial state x(0) =

[
2 2 0

]T
.

In dotted blue, with
Ec = Fc = 0 and, in red, with
Ec = 20 and Fc = −10.

and output-feedback controller matrices

Ac = 0, Bc = 2, Cc = −1, Dc = −1. (2-17)

With (2-16), (2-17) and no anti-windup compensation, i.e. Ec = Fc = 0, Fig-
ure 2.6 shows the response of the plant-controller feedback to the initial state
x(0) =

[
2 2 0

]T
in blue. Observe that the controller saturates three times

over the first 17 time units of simulation, causing an erratic output response of the
closed-loop system. However, if the static linear anti-windup compensation strategy
is implemented by fixing Ec = 20 and Fc = −10 (computed with the procedure
presented Chapter 5), the overshoot is mitigated and the settling time is reduced in
the output response depicted in red, thus showing the importance and effectiveness
of the anti-windup loop in saturated systems.
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Figure 2.7: Response of the
controller-plant closed-loop
system (2-3) with plant (2-19)
and controller (2-20) from the
initial state
x(0) =

[
−0.2 0 0 0

]T
. In

dotted blue, with Ec = Fc = 0

and, in red, with
Ec =

[
0.003 −0.06

]T
and

Fc = 0.
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Figure 2.8: Inverted
pendulum system controlled
with a DC motor connected to a
gear coupling.

Example 2.2: Linearized pendulum. Consider the inverted pendulum shown in
Figure 2.8, where the angle θ is controlled throughout a torque τm produced by a
DC motor connected to a n:1 ratio gear. Motor internal inductance is negligible. Se-
lecting x1 = θ and x2 = θ̇, the state-space nonlinear model describing the dynamics
of this plant is

ẋ1 = x2

ẋ2 = −mgr
J

cos(x1)− nKbKt+bR
JR

x2 +
nKt
JR

u

y = x1

, (2-18)

where u is the voltage sent to the DC motor in volts. The pendulum parameters
are:

• load mass m = 1 kg,
• arm length r = 0.2m and
• inertia Jl = m · r2 = 0.04 kg ·m2,

Additionally, the motor parameters are:

• shaft inertia Jm = 0.1 kg ·m2,
• internal friction coefficient b = 0.001 N

m·s−1 ,
• electromechanical constants Kt = 1n·m

A
and Kb = 1 V

rad·s and
• internal electrical resistance R = 100Ω,

and the gear parameters are:

• inertia Jg = 0.04 kg ·m2 and
• gear ratio n = 10.
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Figure 2.9: Response of the
controller-plant closed-loop
system (2-3) with plant (2-21)
and controller (2-22) from the
initial state
x(0) =

[
−10 0 0

]T
. In

dotted blue, with Ec = Fc = 0

and, in red, with Ec =
[
0.5 1

]T
and Fc = 0.

With these values, the total inertia on the motor rotor is J=Jm+Jg+Jl/n
2=0.1404

and, therefore, the linearized model of plant (2-18) around θ = 0, θ̇ = π
2

has state-
space matrices Ap Bp

Cp Dp

 =

 0 1 0
mgr
J

−nKbKt+bR
JR

nKt

JR

1 0 0

 =

 0 1 0

13.9744 −0.7051 0.7123

1 0 0

 .

(2-19)
Consider also the output-feedback controller matrices

Ac =

[
0 0

0 −100

]
, Bc =

[
1

−100

]
, Cc =

[
−100 −1500

]
, Dc = −1580. (2-20)

The output and control responses from the initial state x(0) =
[
−0.2 0 0 0

]T
of the output feedback closed-loop system composed by (2-19) and (2-20), with and
without anti-windup compensation, are presented in Figure 2.7. In this example,
it is possible to observe that the implementation of the static linear anti-windup
strategy, with Ec =

[
0.003 −0.06

]T
and Fc = 0, is able to completely eliminate

the overshoot and also reduces the settling time of the controller-plant closed-loop
system.

Example 2.3: Potter’s wheel. Consider a Potter’s wheel for which the angular
speed is driven by the same DC motor and gear as in the Example 2.2. This time,
nonetheless, the charge is a disc of radius r = 0.15m and mass m = 10kg. The
state-space matrices describing the dynamics of this system are then

Ap =
bR− nKbKt

JR
= −0.6960, Bp =

nKt

JR
= 0.7030, Cp = 1, Dp = 0,

(2-21)
with J = Jm + Jg + Jl/n

2, and the output-feedback controller, regulating the disc
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angular speed, is defined by

Ac =

[
0 0

0 −100

]
, Bc =

[
1

−100

]
, Cc =

[
−20 −30

]
, Dc = 20. (2-22)

For this example, Figure 2.9 shows the output and control dynamics of the closed-
loop system (2-3) stemming from both plant (2-21) and controller (2-22) when re-
leased from the initial state x(0) =

[
−10 0 0

]T
. For this system, where the plant is

globally exponentially stable, it is possible to observe that selecting Ec =
[
0.5 1

]T
,

Fc = 0 produces a faster response as compared with the system without anti-windup
compensation. Moreover, this latter is also able to completely eliminate the over-
shoot produced by the saturation nonlinearity.

2.3.4 The induced algebraic loop

As stated in Section 2.2, the algebraic loop induced by the static linear anti-
windup component in controller (2-6) is said to be well-posed if its implicit equation
resulting from

u = Cx+Ddz (u) (2-23)

has an unique solution x 7→ v(x). Based on this definition, the results in [70]
provide and prove the following sufficient condition guaranteeing well-posedness of
the nonlinear algebraic loop in (2-3) [64].

Lemma 2.1

The nonlinear algebraic loop u = Cx+Ddz (u) is well-posed if there exists
a matrix L ∈ Dm

>0 satisfying

DL+ LDT − 2L < 0. (2-24)

Under well-posedness, a second challenge shows up when solving the nonlinear
algebraic loop in (2-3). Indeed, Lemma 2.1 does not give any procedure to solve the
implicit equation to find the explicit value of v. However, according to [69, Section
2.3.7], there exist four main approaches to determine the explicit controller output:

1. Simulation software, which generally use solvers based on a Newton method.
2. Hand-crafted solver, which usually relies on an iterative algorithm to find an

approximation of the explicit solution.
3. Lookup table, when the number of input variables is sufficiently small.
4. Dynamic extension methods, as for example, the solution presented in [3].

In this work, opting to use the simulation software approach whenever D ̸= 0 in
(2-3) and an algebraic loop is induced, we make use of MATLAB Simulink [33] to
determine the value of v.
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2.4 Sector models of the deadzone

Recall the definition of the saturation function in (2-2) and consider the following
identity.

u = sat (u) + dz (u) . (2-25)

Note that, if u = Cx+Ddz (u) is a stabilizing control law, then the matrix A in (2-3)
is Hurwitz (i.e. the closed-loop system (2-3) is asymptotically stable). Furthermore,
both the saturation and the deadzone functions are decentralized memoryless non-
linearities [53], which means that the closed-loop system (2-3) may be studied as a
Lur’e problem [37], and that the deadzone satisfies the following sector conditions
(see discussion in [65, Section 1.7.2]). First, the following well-known fact, initially
found in [23], can be stated.

Fact 2.1

Global sector condition: For any T1 ∈ Dm
>0 and all u ∈ Rm, it holds that

dz (u)T T1(u− dz (u)) ≥ 0. (2-26)

It is important to remark that the global sector condition in Fact 2.1 is applicable
for any nonlinearity that is descentralized and vector-valued. Hence, some con-
servatism may arise when this sector condition is used to certify stability, since it
implicitly ensures stability for a larger class of systems [65]. To mitigate this source
of conservativeness, introduce the function x 7→ h(x), the matrix U := diag(u) and
the set

Sh := {x ∈ Rn : |h(x)|∞ ≤ 1}. (2-27)

Then, the following sector condition, proposed and proven in [66] (see also [11],
[56]) specifically applies for a symmetric deadzone and produces less conservative
conditions as compared to the global sector condition [65, Section 1.7.2.2].

Fact 2.2

Local sector condition: For any T2 ∈ Dm
>0, it holds that for all x ∈ Sh and

any u ∈ Rm,

dz (u)T T2(u− dz (u)− Uh(x)) ≥ 0. (2-28)

Additionally, denote with x 7→ v(x) the explicit solution of the algebraic loop
in (2-23). Exploiting the properties of the directional derivatives x 7→ v̇(x) and
x 7→ ḋz (v(x)) along the solutions of (2-3), we may complete this background by
introducing the next inequalities proposed in [12, Fact 4] (see also [56, Fact 5]).
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Fact 2.3

Derivative of the deadzone: For any T3 ∈ Dm, any T4 ∈ Dm and for almost
all x ∈ Rn,

dz (v(x))T T3(v̇(x)− ḋz (v(x))) ≡ 0, (2-29)

ḋz (v(x))T T4(v̇(x)− ḋz (v(x))) ≡ 0, (2-30)

where v(x) denotes the explicit solution of the nonlinear algebraic loop
u − Ddz (u) = Cx in (2-23) and ḋz (v(x)) denotes the time-derivative
of x 7→ dz (v(x)), which is well defined for almost all values of x ∈ Rn.

2.5 Conclusion

In this chapter, we proposed the state-space modeling of the plant subject to ac-
tuator saturation and the state-space modeling of the controller-plant feedback, in
which two control laws are considered: The full state-feedback controller and the
dynamic output-feedback controller. In the general case, the plant (2-1) is assumed
to be observable and stabilizable to be suitable for the controller implementation
since observability is a necessary condition for the state-feedback implementation,
but this assumption can be relaxed when implementing the output-feedback control
law (2-6), which only requires detectability and stabilizability of the plant. More-
over, when the feedback regulation law is applied, the closed-loop dynamics become
nonlinear due to the saturating control signal.

On the other hand, we presented the main concepts and properties of the input-
saturated control systems, whose behavior and stability are directly affected by
the presence of bounded control signals. In fact, the bounded controllability may
yield the appearance of the windup phenomenon. These stability and performance
degradations can be mitigated by implementing an anti-windup compensator, but
this strategy might induce algebraic loops that must be considered in the study of
the closed-loop system. Finally, different useful sector conditions that the deadzone
satisfies were also discussed.



Chapter 3

Problems considered and methods

3.1 Introduction

In this chapter, we consider the plant subject to input saturation as defined in
Chapter 2 and we recall it here to ease the reading, with∣∣∣∣ ẋp = Apxp +Bpsat (u)

y = Cpxp +Dpsat (u)
. (3-1)

Similarly, we consider the dynamic output-feedback controller∣∣∣∣ ẋc = Acxc +Bcy + Ecdz (u)
u = Ccxc +Dcy + Fcdz (u)

, (3-2)

and the generic controller-plant saturated feedback∣∣∣∣ ẋ = Ax+Bdz (u)
u = Cx+Ddz (u)

. (3-3)

As a first step, we expose the motivations of this work. Then, the Section 3.2.2
presents the problems we are concerned throughout the manuscript, which are solved
using the tools presented in Section 3.4, namely sign-indefinite quadratic Lyapunov
functions constructed with the help of the sign-indefinite quadratic forms of [56].
The solutions of these problems are presented in Chapters 4 and 5. However, before
that, a brief literature review describing the origins of the mentionned Lyapunov
function is summarized in Sections 3.3 and 3.4.1.

As discussed in Section 2.3.1, it is possible to ensure global exponential stability
of the origin of (3-3) only if certain conditions on the open-loop system (3-1) are
satisfied. This implies that guaranteeing the global or regional stability of the closed-
loop system (3-3) is a major interest of this work, but, whenever global exponential
stability is not obtainable, it is also important to determine regions in the state space
in which the exponential stability is ensured. Since the analytic determination of
the region of exponential stability is a very challenging issue [65], Section 3.4 also

29
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presents additional definitions that must be considered to obtain an estimate of the
basin of attraction of the origin of (3-3).

3.2 Problem statement and motivations

3.2.1 Motivation

From the scope of the Lyapunov methods, the use of positive-definite quadratic
forms of the state x is the common basis in most of the existing solutions to an-
alyze and stabilize saturated systems in the literature (see, for example, [19], [11],
[23]), revealing some conservative results emerging from the fact that the saturation
limits are not considered during the choice of a Lyapunov function candidate, as dis-
cussed, for example, in [65, Example 3.4] and [69, Section 4.4.1.1]. In consequence,
in the recent years, some rigorous theoretical stability analysis producing different
constructive methods for static anti-windup gains, state feedback controller and dy-
namic output feedback controller synthesis have well overcome this conservatism
by following the Popov criterion [37] to incorporate some saturation nonlinearity
information to the Lyapunov function, thus relaxing the positivity conditions of the
Lyapunov candidate function while ameliorating multiple performance indicators
(see, for example, [50], [51], [52], [55], [56] and [67]).

3.2.2 Problems contemplated

Roughly speaking, we make use of sign-indefinite piecewise quadratic Lyapunov
functions stemming from the sign-indefinite quadratic form presented in [56] in this
work with the aim to address the main problems of this work: Anti-windup synthesis
and dynamic output-feedback stabilization. Moreover, it is worth to remark that
this thesis focuses on internal stability, in which the closed-loop system (3-3) is
assumed to be free of exogenous signals and perturbations.

With respect to the dynamic output-feedback control design, we assume that the
plant (3-1) is detectable and stabilizable and that its feedthough matrix Dp in (3-2)
is null. Then, whenever the closed-loop system (3-3) is exponentially unstable, a
main issue is the determination of the regions of initial states that converge to the
origin when a saturating output-feedback control law is designed. Therefore, the
regional stabilization problem may be formulated as follows.

Problem 3.1: Regional output-feedback synthesis. Given an input-saturated un-
stable plant (3-1) with feedthrough matrix Dp = 0, compute the matrices Ac, Bc,
Cc, Dc and Ec for the output-feedback control law (3-2) ensuring regional exponen-
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tial stability and provide an estimate of the basin of the attraction of the origin for
the closed-loop system (3-3) with maximized volume.

In the particular case where the input-saturated plant is null controllable with
bounded controls, i.e. the matrix Ap in (3-1) is Hurwitz, the following problem
concerns the global asymptotic stabilization.

Problem 3.2: Global output-feedback synthesis. Given an input-saturated stable
plant (3-1) with feedthrough matrix Dp = 0 and a prescribed minimum convergence
rate α, compute the matrices Ac, Bc, Cc, Dc and Ec for the output-feedback control
law (3-2) ensuring global exponential stability of the origin for the closed-loop system
(3-3) with a spectral abscissa of the matrix A smaller than −α.

On the other hand, regarding the static linear anti-windup synthesis for a pre-
computed controller ensuring local exponential stability in the region of linearity
RL, the following regional and global stabilization problems are formulated.

Problem 3.3: Regional anti-windup synthesis. Given an input-saturated unsta-
ble plant and a control law such that the matrix A of the closed-loop system (3-3)
is Hurwitz, design the anti-windup gains Ec and Fc ensuring regional exponential
stability and provide an estimate of the basin of the attraction of the origin for the
closed-loop system (3-3) with maximized volume.

Problem 3.4: Global anti-windup synthesis. Given an input-saturated stable
plant and a control law such that the matrix A of the closed-loop system (3-3) is
Hurwitz, design the anti-windup gains Ec and Fc ensuring global exponential sta-
bility of the origin for the closed-loop system (3-3) with minimized spectral abscissa
of the state matrix A.

3.3 The quadratic Lyapunov function

Before introducing the piece-wise sign-indefinite quadratic Lyapunov function uses
in this work to address the problems previously formulated, we propose to recall
some ingredients using the classical quadratic Lyapunov function. Except for the
statements in which the source is explicitly cited, the results presented in this section
can be found in an extensive Lyapunov control methods bibliography, including [37],
[25], [65] and [69].

The quadratic Lyapunov function is a common Lyapunov functions used to study
the stability following the second principle of Lyapunov, presented in the Section
1.2.1. It is defined as

VQ(x) := xTPx, (3-4)

where P ∈ Sn
>0 and x is the vector state of the closed-loop system (3-3). Consider

the system (2-3) with A Hurwitz and denote with x 7→ v(x) the explicit solution of
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the nonlinear algebraic loop defined by the second equation in (3-3). Then, defining
the extended state vector

η =
[
xT dz (v(x))T

]T
, (3-5)

it is possible to obtain

V̇Q(x) = ẋTPx+ xTPẋ

= ηT
[
ATP + PA PB

BTP 0

]
η. (3-6)

Observe that due to the presence of a zero on the diagonal of the matrix in
(3-6), it is not feasible to check the condition V̇Q < 0 for all x ∈ Rn to ensure the
asymptotic stability of the system (2-3). This clearly means that it is necessary to
use information of the deadzone dz (u). Therefore, exploiting the Fact 2.1 allows to
relieve this issue, given that

V̇Q(x) < V̇Q(x) + 2dz (v(x))T (v(x)− dz (v(x))) (3-7)

= ηT
[
ATP + PA PB + CTT

BTP + TC −2T

]
η (3-8)

To ensure that V̇Q(x) < 0, or more specifically, to ensure that the matrix in (3-8)
is negative-definite, the following theorem, which is an adaptation of the results
presented in [34] and [35], provides sufficient conditions for asymptotic stability
using the second method of Lyapunov.

Theorem 3.1

Consider the quadratic Lyapunov function candidate (3-4). Given any
matrix Q ∈ Sn

>0, the equilibrium point x = 0 of the closed-loop system
(3-3) is asymptotically stable if there exists the matrices P ∈ Sn

>0 and
T ∈ Dm

>0 satisfying the Lyapunov equation

ATP + PA+ 1
2
(PB + CTT )T−1(BTP + TC) = −Q. (3-9)

Proof: Due to the definition of the matrix Q, it may be ensured that

ATP + PA+ 1
2
(PB + CTT )T−1(BTP + TC) < 0, (3-10)

which turns out to be an suitable inequality for the use of the Schur complement.
Therefore, leveraging the invertibility of T , inequality (3-10) yields the LMI[

ATP + PA PB + CTT

BTP + TC −2T

]
< 0, (3-11)

ensuring V̇Q(x) < V̇Q(x) + 2dz (v(x))T (v(x) − dz (v(x))) < 0 and, consequently,
proving the asymptotic stability of the origin of the system (3-3). □

Although Theorem 3.1 does not provide any information about the basin of at-
traction of the origin of the system (3-3), it identifies the cases in which a quadratic
Lyapunov function for (3-3) exists and presents some fundamental conditions the for
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stability analysis of the closed-loop system with control saturation. The estimation
of the region of stability using the quadratic Lyapunov function (3-4) is out of the
scope of this manuscript, but it may be found in [32], exploiting the Fact 2.2 (local
sector condition), instead of the Fact 2.1.

Nevertheless, it is worth to remark that the main problem of using the quadratic
Lyapunov function (3-4) to study the stability of input-saturated systems rely on its
intrinsic conservativeness. First, the classical quadratic approaches often require the
feedthrough matrix D in (3-3) to be null, since it is not considered in the Lyapunov
equation (3-9). Additionally, the function VQ does not consider the evolution of the
nonlinearities present in the input-saturated systems, but only the behavior of the
states x. This conservativeness is the reason why some results came out towards
the construction and application of less conservative Lyapunov functions leading to
linear or bilinear matrix inequality stability conditions, as, for example, [24], [31] and
[47]. Actually, the next section introduces the sign-indefinite quadratic form used
in [56] to construct piecewise smooth and piecewise quadratic Lyapunov functions
mitigating the classical quadratic approach conservativeness.

3.4 The sign-indefinite quadratic form

3.4.1 Origins from the quadratic Lyapunov function

The origins of the sign-indefinite quadratic form constructed in [56] are founded in
the Popov-like Lyapunov functions introduced in [39, Section 2.5], in which, applying
the Popov criterion [37] to capture certain Popov-like terms, it is shown that the
Lure-Postnikov type Lyapunov function

VL(x) = xTQx+ 2
m∑
i=1

∫ ωi

0

dzi(σ)Λiidσ (3-12)

proposed in [35], where Q ∈ Sn
>0, Λ ∈ Dm

>0 and ω = K1x is the state-feedback
control law, is able to provide sufficient conditions for global and regional asymptotic
stability. Recalling the definition of η in (3-5), generalizing the control output ω in
(3-12) so that ω = u = Cx+Ddz (u) and exploiting the identity

2

∫ ui

0

dzi(σ)dσ = dz2i (u), (3-13)

the Lyapunov function (3-12) can be simply rewritten as

VL(x) = xTQx+ dz (v(x))T Λdz (v(x)) = ηT
[
Q 0

0 Λ

]
η,

where Λ = diag(Λ11, · · · ,Λmm). Nevertheless, it is important to remark that the
positive-definiteness of Λ is still required in the procedures using the Lyapunov func-
tion VL, such as [13] and [42]. As a second example, another Popov-like Lyapunov
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function used in the literature to study the input-saturated control systems is

VK = xTQx+ 2
m∑
i=1

∫ ui

0

sati(σ)Λiidσ, (3-14)

which was initially proposed in [37, Example 2.4] and where ui is the i state-feedback
controller output, for i = 1, · · · ,m. Unlike VL, the function VK can be represented
by a sign-indefinite matrix P . This can be shown by rewrtting (3-14) as follows.

VK = xTQx+ 2
m∑
i=1

∫ ui

0

(σ − dzi(σ))Λiidσ,

= xTQx+
m∑
i=1

(u2
i − dz2i (u))Λii

= ηT

([
Q 0

0 −Λ

]
+

[
KT

1

KT
2

]T

Λ
[
K1 K2

])
η = ηTPη. (3-15)

Notice that, in the previous expression, the matrix P is sign-indefinite since its
(2, 2) entry, namely KT

2 ΛK2 − Λ may be nonpositive (for example, when K2 = 0).
However, (3-14) is still positive definite under mild conditions on the matrix Q, as
it was proven in [56, Proposition 1].

3.4.2 Proposed structure

Inspired in the Lyapunov function VL defined in (3-12), [12] proposes the piecewise
quadratic Lyapunov function

VD(x) := ηTPη = ηT
[
P11 P12

PT
12 P22

]
η, (3-16)

with P ∈ Sm+n
>0 . In fact, VD(x) turns out to be a generalization of VL, in the sense

that VL is a special case of VD when P is a diagonal block matrix with diagonal
P22, or, in other words, when P22 ∈ Dm

>0 and the cross terms xTP12dz (u) = 0

and dz (u)T PT
12x = 0. It was also proven in [12] that VD(x) in (3-16) is suitable

for guaranteeing the global or regional exponential stability of the origin of (3-3).
Further, unlike the quadratic function VQ in (3-4), the Lyapunov function VD(x)

directly considers the feedthrough matrix D in (3-3).

Despite the less-conservative results presented in [12], the function VD still re-
quires the positive-definiteness of P , in contrast to the function VK defined in (3-14).
However, recent works have overcome this source of conservativeness by exploiting
the sign indefinite quadratic form constructed in [56] to propose the sign-indefinite
piecewise quadratic Lyapunov function

V (x) := ηTPη = ηT
[
P11 P12

PT
12 P22

]
η, (3-17)

in which P11 > 0 so that V is locally positive definite, while admitting a sign-
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indefinite matrix P22. This property is illustrated in the Figure (3.1) for a example of
V . Note that, even if the sign-indefinite quadratic form presented in [56] is quadratic,
(3-17) is actually nonquadratic in x due to the piecewise affine dependence on x of
the vector η.

Furthermore, unlike VL and VK, V is not differentiable in all x ∈ Rn. This is
because the deadzone mapping x 7→ dz (v(x)), stemming from the definition of
the saturation function in (2-2) and the algebraic loop in the bottom equation of
(3-3) with explicit solution x 7→ v(x), is not differentiable everywhere. Fortunately,
making use of the results presented in [14, Proposition 1] and taking advantage of
the fact that V is Lipschitz continuous, the time-derivative of V , here denoted by
V̇ , is well defined for almost all x ∈ Rn. Therefore, the following Lemma can be
stated to ensure the negative-definiteness of V̇ in the set Sh defined in (2-27) along
the trajectories of system (3-3).

Lemma 3.1

[14, Proposition 1] Given a piecewise quadratic Lyapunov candidate func-
tion V as defined in (3-17) that is locally Lipschitz continuous in Sh, if
there exists a scalar β3 > 0 such that

V̇ (x) =
〈
∇V (x), ẋ

〉
≤ −β3 |x|2 for almost all x ∈ Sh,

with ẋ = Ax+Bdz (u), then, it holds that

⟨δv, ẋ⟩ ≤ −β3|x|2, ∀x ∈ Sh,∀δv ∈ ∂V (x), (3-18)

where ∂V (x) denotes the Clarke generalized gradient of V at x.

With Lemma 3.1, the areas where V is not differentiable may be ignored when
analyzing the global or regional exponential stability of the origin of (3-3) in Sh, or

Figure 3.1: Example of the
function V in the state space.
Notice that V is locally positive
definite.
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when synthesizing a stabilizing controller the saturated closed-loop system. Addi-
tionally, it is worth to remark that the global problems listed in Section 3.2.2 are
addressed in Chapters 4 and 5 by using the Lyapunov function V in (3-17) to certify
global stability with the help of the second method of Lyapunov (see Chapter 1). In
the regional case, we introduce, in Section 3.4.3, other preliminary considerations
that must be contemplated before developing the stability certificates presented in
Chapters 4 and 5.

3.4.3 Considerations for the regional results

In the general case, the determination of the region of attraction of saturated
systems remains an open problem. However, one of the main problems addressed
in recent works (see, for example, [11], [23], [19] and [56]) consists in providing an
estimate S(W ) of the basin of attraction of the origin of the closed-loop system
(3-3), corresponding to

S(W ) := {x ∈ Rn : W (x) < 1} ⊂ RA, (3-19)

where W is a Lyapunov function defined in such a way that

S(W ) ⊂ Sh, (3-20)

with the set Sh as defined in (2-27).

As discussed in Section 2.3.1, whenever the plant subject to input saturation (3-1)
has exponentially unstable poles, only regional exponential stability is obtainable
due to the presence of the saturation limits and the resulting limitations of bounded
stabilization [61]. Therefore, following a similar procedure to [56], characterizing
estimates of the basin of attraction of the origin for (3-3) through S(W ) in (3-19)
requires selecting the function x 7→ h(x) in (2-27) and (2-28) as

h(x) = H1x+H2dz (v(x)) , (3-21)

where H1 ∈ Rm×n, H2 ∈ Rm×m are both arbitrary design parameters and x 7→ v(x)

is the explicit solution of the bottom equation in (3-3). With the sign-indefinite
quadratic form (3-17), the definition of h in (3-21) and the subset Sh in (2-27),
impose the condition

V (x) ≥ |h(x)|2∞ (3-22)

for all x ∈ Sh so that the Lyapunov function candidate

W (x) :=

{
V (x) if x ∈ Sh
1 otherwise

(3-23)

is locally continuous and Lipschitz in Sh and the inclusion in Equation (3-20) holds.
Now, thanks to the definition of S(W ) in (3-19), it holds under (3-22) that

S(W ) = S(V ) ∩ Sh. (3-24)

This property turns out to be useful for the construction of the regional stability
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certificates for the four problems listed in the previous section, which are addressed
in the next chapters.

Remark 3.1: Whether H1 = 0 and H2 = 0, then the set Sh = Rn and, therefore,
the Lyapunov function candidate W coincides with the sign-indefinite quadratic
form V in (3-17) for all x ∈ Rn.

3.5 Closing statements

In this chapter we stated the motivations of this work and listed the problems ad-
dressed in this manuscript, which concern different analysis and synthesis procedures
for both regional and global exponential stability of the saturated controller-plant
feedback. Moreover, the synthesis problems are related to the design of the state-
feedback controller, the output-feedback controller and anti-windup compensator for
the input-saturated plant. Then, we also introduced the sign-indefinite quadratic
form, originally presented in [56], to reveal the sign-indefinite piecewise quadratic
Lyapunov functions used in this manuscript to address the problems formulated in
the Section 3.2.2.
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Chapter 4

Output-feedback controller design

4.1 Introduction

This chapter addresses the synthesis of dynamic output-feedback controllers for
input-saturated plants, which correspond to Problems 3.1 and 3.2 enunciated in
Section 3.2.2. As a first step, based on the state-space model representation of the
saturated closed-loop system and the second principle of Lyapunov, applied with
sign-indefinite nonquadratic Lyapunov functions constructed with the sign-indefinite
quadratic forms proposed in [56] and overviewed in Section 3.4, Section 4.2 intro-
duces some preliminary concepts used along this chapter. Additionally, Section 4.3
compiles the global and regional results presented in [51] and [52] ensuring regional
and global exponential stability, respectively.

Furthermore, the sufficient conditions formulated in this chapter are given in form
of Linear matrix inequalities (LMIs) and, for the regional stability and stabilization
problems, useful means are also given to determine and maximize estimates of the
basin of the attraction of the origin of the saturated controller-plant feedback. Addi-
tionally, secondary sufficient LMI conditions are presented to guarantee a prescribed
minimum convergence rate, which holds locally in the region of linearity.

4.2 Preliminaries

First, let n = np to simplify notation. This chapter focuses on the stabilization
of the linear plant subject to input saturation

ẋp = Apxp +Bpsat (u)
y = Cpxp

, (4-1)

where xp ∈ Rn denotes the state and y ∈ Rm the output of the plant, respectively,
and u 7→ sat (u) denotes the decentralized asymmetric saturation function, with

39
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Plant
ẋp = Apxp + Bpsat(u)
y = Cpxp

Controller
ẋc = Acxc + Bcy + Ecdz(u)
u = Ccxc + Dcy

Actuator

+    -

yu sat(u)

dz(u)

Figure 4.1: The
output-feedback controller-plant
closed-loop system

components

sati(ui) := max{−ui,min{ui, ui}} (4-2)

for all i = 1, · · · ,m, where ui > 0 and ui > 0 are the saturation lower and upper
limits on the input ui, with ui, ui and ui being the ith entry of the vectors u, u and
u, respectively. Defining now the deadzone function as

dz (u) := u− sat (u) , (4-3)

and assuming that (4-1) is stabilizable and detectable, which is a necessary condition
for output feedback stabilizability, the aim of this chapter is to design a dynamic
output feedback controller with anti-windup compensation with the form∣∣∣∣ ẋc = Acxc +Bcy + νx

u = Ccxc +Dcy
, (4-4)

which has the same order as the plant, i.e. with state xc ∈ Rn and output u ∈ Rm,
and where the term νx plays the role of the anti-windup compensation. With (4-3),
select

νx = Ecdz (u) , (4-5)

so that the anti-windup component is linear and static. With these definitions, let
Ac, Bc, Cc, Dc and Ec be the controller state-space model and anti-windup gain
matrices to be designed.

The closed-loop system resulting from the feedback interconnection of the input-
saturated plant (4-1) and the controller (4-4) (depicted in Figure 4.1) can be com-
pactly written as ∣∣∣∣ ẋ = Ax+Bdz (u)

u = Cx
, (4-6)

with x :=
[
xT
p xT

c

]T ∈ R2n and A B

C −

 =


Ap +BpDcCp BpCc −Bp

BcCp Ac Ec

DcCp Cc −

 .
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Remark 4.1: The null feedthrough matrix Dp in the definition (4-1) of the plant
yields to a closed-loop system with no algebraic loop. □

Furthermore, define the extended vector

η :=
[
xT dz (Cx)T

]T
(4-7)

and introduce

h(x) := H1x+H2dz (Cx) , (4-8)

where H1 ∈ Rm×2n, H2 ∈ Rm×m are both arbitrary design parameters. Then,
note that exploiting the Lyapunov stability method, or more specifically, the second
principle of Lyapunov applied to the Lyapunov function

W (x) :=

{
V (x) if x ∈ Sh
1 otherwise , (4-9)

where V is the sign-indefinite quadratic form

V (x) := ηTPη = ηT
[
P11 P12

PT
12 P22

]
η, (4-10)

and Sh is the set

Sh := {x ∈ R2n : |h(x)|∞ ≤ 1}, (4-11)

it is possible to analyze the stability of the closed-loop (4-6), as it was shown in [56].
Define also the open sublevel set

S(W ) := {x ∈ R2n : W (x) < 1} ⊂ RA, (4-12)

which will be shown to be to an estimate of the basin of attraction of (4-6), since
W coincides with V in the set Sh, and the set Sh in (4-11) and the definition (4-12)
are designed in such a way that

S(W ) = S(V ) ∩ Sh. (4-13)

For the particular case where only regional exponential stability is obtainable, i.e.,
when the input saturated plant is stabilizable but it has eigenvalues with positive
real part (see Section 2.3.1), the Section 4.3.1 provides means to synthesize output-
feedback controllers guaranteeing regional exponential stability and to determine an
estimate of the basin of attraction of the origin of (4-6). Otherwise, Section 4.3.2
addresses the global exponential stabilization of exponentially stable plants.

The results presented in this chapter are derived in the form of LMIs and they
provide sufficient conditions ensuring global or regional exponential stability of the
controller-plant feedback (4-6). Leveraging Lemma 3.1, which allows to ignore the
points where function W is not differentiable, and the fact that V coincides with
W when H1 = 0 and H2 = 0 (see Remark 3.1), it is possible to state the following
lemma, originally presented and proven in [56, Lemma 1].
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Lemma 4.1

[56, Lemma 1] Considering the dynamics (4-6) and definitions (4-12),
(4-11), if there exists a locally Lipschitz Lyapunov function x 7→ W (x)

as defined in (4-9) and positive scalars β1, β2 and β3 satisfying

β1|x|2 ≤ W (x) ≤ β2|x|2 (4-14)

for all x ∈ S(W ) and

Ẇ (x) := ⟨∇W (x), Ax+Bsat(Cx)⟩ ≤ −β3|x|2 (4-15)

for almost all x ∈ S(W ), then the origin of (4-6) is locally exponentially
stable with a basin of attraction containing S(W ). Moreover, if (4-14)
and (4-15) are satisfied for all x ∈ Rn, then the origin of (4-6) is globally
exponentially stable.

Lemma 4.1 is a fundamental tool to show the stability results presented in the
next section.

4.3 Lyapunov stability certificates

Generalizing the approach of [58], parameterize P introducing the full-rank ma-
trices X, Y, X̃, Ỹ ∈ Sn

>0, and full-rank matrices M, N ∈ Rn×n, such that

P11 =

[
X M

MT X̃

]
, P−1

11 =

[
Y N

NT Ỹ

]
. (4-16)

Using (4-16) and the fact that P11P
−1
11 = P−1

11 P11 = In, it can be seen that (4-16)
holds for suitable selections of X̃ and Ỹ if and only if

XY +MNT = YX+NMT = In. (4-17)

More specifically, under (4-16) and (4-17), the following symmetric selections for X̃
and Ỹ may be computed:

X̃ = −MTYN−T Ỹ = −M−1XN
= −N−1(Y −YXY)N−T, = −M−1(X−XYX)M−T.

(4-18)

Generalizing also the derivations in [58], it is possible to parameterize the con-
troller matrices in (4-4) as

Ac = M−1
(
Âc −X

(
Ap +BpDcCp

)
Y−MBcCpY −XBpCcN

T)N−T,

Bc = M−1
(
B̂c −XBpDc

)
, Cc =

(
Ĉc −DcCpY

)
N−T,

Dc = D̂c, Ec = M−1ÊcS
−1 +M−1XBp, (4-19)

the remaining entries in (4-10) as

P12 =

[
Y In
NT 0

]−T [
Zp
Zc

]
S−1, P22 = S−1P̂22S

−1 (4-20)
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and, finally, the parameters of (4-8) as

H1 =
[
Gp Gc

] [ Y In
NT 0

]−1

, H2 = Ĥ2S
−1. (4-21)

With this latter consideration and the parametrization above, the bold matrices
Âc ∈ Rn×n, B̂c ∈ Rn×m, Ĉc ∈ Rm×n, D̂c ∈ Rm×m, Êc ∈ Rn×m, Zp ∈ Rn×m,
Zc ∈ Rn×m, P̂22 ∈ Sm, S ∈ Dm

>0, Gp ∈ Rm×n, Gc ∈ Rm×n and Ĥ2 ∈ Rm×m are
the decision variables of the convex LMI-based synthesis formulated in the next sec-
tions, which allow designing linear dynamic output-feedback stabilizing controllers
(4-4) for plant (4-1).

4.3.1 Regional stability results

Let the decentralized saturation function be symmetric, with u = u. Then, intro-
duce the matrix U = diag(u) and hence, using the Lyapunov function candidate W

in (4-9), the following theorem presents a solution to Problem 3.1.

Theorem 4.1

If there exist matrices X ∈ Sn
>0, Y ∈ Sn

>0, Zp ∈ Rn×m, Zc ∈ Rn×m,
P̂22 ∈ Sm, S ∈ Dm

>0, Gp ∈ Rm×n, Gc ∈ Rm×n, Ĥ2 ∈ Rm×m, Âc ∈ Rn×n,
B̂c ∈ Rn×m, Ĉc ∈ Rm×n, D̂c ∈ Rm×m and Êc ∈ Rn×m satisfying

Ψ1=He


1
2
Y 0 Zp 0

In
1
2
X Zc 0

UGp−Ĉc UGc−D̂cCp
1
2
P̂22+UĤ2+S 0

Gp Gc Ĥ2
1
2
Im

>0 (4-22)

and

Ψ2=He



ApY+BpĈc Ap+BpD̂cCp −BpS 0 0 Zp

Âc XAp+B̂cCp Êc 0 0 Zc

Ĉc−UGp D̂cCp−UGc −S−UĤ2 ZT
p−Ĉc ZT

c −D̂cCp P̂22

ApY+BpĈc Ap+BpD̂cCp −BpS −Y −In 0

Âc XAp+B̂cCp Êc −In −X 0

0 0 S Ĉc D̂cCp −S


<0

(4-23)
then function W in (4-9) is Lipschitz continuous, inclusion S(W ) ⊂ Sh holds
and the origin of (4-6) with the controller state-space model matrices Ac, Bc,
Cc, Dc and Ec as selected in (4-19) is locally exponentially stable from S(W ).
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Proof: First, notice that selections (4-19)-(4-21) can be uniquely inverted as

Âc = X (Ap +BcDcCp)Y +MBcCpY +XBpCcN
T +MAcN

T,

B̂c = XBpDc +MBc, Ĉc = DcCpY + CcN
T,

D̂c = Dc, Êc = MEcS−XBpS,[
Zp

Zc

]
=

[
Y In

NT 0

]T

P12S, P̂22 = SP22S,

[
Gp Gc

]
= H1

[
Y In

NT 0

]
, Ĥ2 = H2S.

(4-24)

Introduce the invertible matrix

Π :=

[
Y In
NT 0

]
(4-25)

for which, using (4-17) and recalling the selection of P11 in (4-16), it may be easily
verified that the properties

ΠTP11 =

[
In 0
X M

]
, ΠTP11Π =

[
Y In
In X

]
, (4-26)

are satisfied. Observe that, according to definition (4-9), W (x) > 0 for all x /∈ Sh
and W (x) = V (x) for all x ∈ Sh. Leveraging Facts 2.2 and 2.3 emerging from
the sector models of the deadzone (see Section 2.4), note that, for any T1 ∈ Dm

>0, it
holds that for all x ∈ Sh,

dz (Cx)T T1(Cx− dz (Cx)− Uh(x)) ≥ 0, (4-27)

and that, for any T2 ∈ Dm, T3 ∈ Dm and for all x ∈ R2n : |ui(x)| ≠ ui,

dz (Cx)T T2(Cẋ− ḋz (Cx)) = 0, (4-28)

ḋz (Cx)T T3(Cẋ− ḋz (Cx)) = 0, (4-29)

where ẋ = Ax + Bdz (u) as defined in (4-6) and where ḋz (Cx) denotes the time-
derivative of x 7→ dz (Cx), which is well defined for almost all values of x ∈ R2n.

Now, exploiting the invertibility of Π and considering the selections in (4-24), pre-
and post-multiply Ψ1 in (4-22) byΠ 0 0

0 S 0
0 0 Im

−T

and its transpose to obtain the matrix

He

 1
2
P11 P12 0

S−1UH1 − S−1C 1
2
P22 + S−1UH2 + S−1 0

H1 H2
1
2
Im

 ,

which is positive-definite due to hypothesis (4-22). Applying a Schur complement
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to the expression above, define

Ψ̄1 := P−He
[

0 0
S−1C − S−1UH1 −S−1 − S−1UH2)

]
−
[
HT

1

HT
2

] [
H1 H2

]
> 0, (4-30)

which verifies that, for all x ∈ Sh,

V (x)− h(x)Th(x) ≥ V (x)− h(x)Th(x)− 2 dz (Cx)T S−1(Cx− dz (Cx)− Uh(x))

= ηTΨ̄1η ≥ λmin(Ψ̄1) |η|2 ≥ λmin(Ψ̄1) |x|2 = β1 |x|2 . (4-31)

Property (4-31) leads to W (x) = V (x) ≥ hT(x)h(x) > 0, proving the inclusion
S(W ) ⊂ Sh, and ensures that V (x) ≥ 1 at the boundary of Sh, thus implying
Lipschitz continuity of W (x) for all x ∈ Sh. Moreover, since u = Cx is globally
Lipschitz, using |dz (Cx)| ≤ |Cx| ≤ L |x|, it can be stated that

W (x) = V (x) ≤ λmax(P ) |η|2 ≤ λmax(P )L |x|2 = β2 |x|2 ,
which, together with (4-31), implies the existence of positive scalars β1 = λmin(Ψ̄1)

and β2 = λmax(P )L satisfying inequality (4-14) and, thus, positive-definiteness of
W for all x ∈ S(W ).

Furthermore, since Ẇ (x) coincides with V̇ (x) for almost all x ∈ S(W ), defining
the extended state vector υ

υ :=
[
xT dz (u)T ẋT ḋz (u)T

]T
and matrix K as

K :=
[
0 CTS−1 − P12 P11 −CTS−1

]T
,

due to continuity of (4-6), using Lemma 3.1 (see [14, Section 2.2]), the Lyapunov
stability of the origin for the closed-loop system (4-6) from S(W ) can be proven
by showing that Ẇ (x) = V̇ (x) < −β3|x|2 for some β3 > 0 and for almost all
x ∈ S(W ) ⊂ Sh. To this end, with (4-24) and after some extensive derivations, pre
and postmultiplying Ψ2 in (4-23) by

Π 0 0 0
0 S 0 0
0 0 Π 0
0 0 0 S


T

and its transpose allows determining the symmetric matrix

Ψ̄2 :=He


P11A (C−UH1)

TS−1 0 P12

BTP11 −S−1(Im+UH2) P
T
12 − S−1C P22

P11A P11B −P11 0
0 S−1 S−1C −S−1



=He



P11 P12

PT
12 P22

0 0
0 0

[A B 0 0
0 0 0 Im

]
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+ He




0
S−1

0
0

 [C − UH1 −Im − UH2 0 0
]

+ He




0
−S−1

0
0

 [CA CB 0 −Im
]

+ He




0
0
0

S−1

 [CA CB 0 −Im
]

+ He




0
S−1C − PT

12

P11

−S−1C

 [A B −I2n 0
] ,

which is negative-definite thanks to hypothesis (4-23). Exploiting the properties
(4-27), (4-28) and (4-29) issued from Facts 2.2 and 2.3, the expression above implies

V̇ (x) ≤ V̇ (x) + 2 dz (Cx)T S−1(Cx−dz (Cx)−Ūh(x))

− 2 dz (Cx)T S−1(Cẋ−ḋz (Cx))

+ 2 ḋz (Cx)T S−1(Cẋ−ḋz (Cx))

+ 2 υTK(Ax+Bdz (Cx)−ẋ) = υTΨ̄2υ (4-32)

for almost all x ∈ Sh. Therefore, selecting β3 = λmin(−Ψ̄2) > 0, it holds that

−υTΨ̄2υ ≥ λmin

(
−Ψ̄2

)
|υ|2 ≥ λmin

(
−Ψ̄2

)
|x|2 = β3|x|2

for almost all x ∈ S(W ), proving the existence of positive scalar β3 = λmin

(
−Ψ̄2

)
for the condition (4-15) in Lemma 4.1, and, therefore, ensuring regional exponential
stability of the origin of (4-6) from S(W ). □

Remark 4.2: The preliminary statement (4-27) requires T1 to be positive-definite,
while facts (4-28) and (4-29) admit diagonal sign-indefinite multipliers. Hence, to
preserve the convexity and feasibility of conditions (4-22) and (4-23), Theorem 4.1
takes T1 = T3 = S−1 > 0 but, specifically for the examples in Section 4.4,
selecting T2 = −S−1 was observed to produce more voluminous estimates of the
basin of attraction for (4-6). Moreover, since the gains T1, T2 and T3 rely on the
same decision variable S, some conservatism upcoming from these selections may be
expected in the design stage, but the analysis tools of [56] may be used a posteriori
to recompute a less conservative estimate of the basin of attraction. □

With Theorem 4.1 ensuring local exponential stability of (4-6), the resulting out-
put feedback control system may have an arbitrarily slow convergence rate or ar-
bitrarily fast dynamics. To address this fact, the next proposition allows ensuring
a prescribed spectral abscissa of A smaller than or equal to −α < 0, which leads
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to a minimum given convergence rate α for dynamics (4-6) in the linear tail of the
response, and a spectral radius of A smaller than a given scalar ρ > α.

Proposition 4.1

Given a prescribed convergence rate α ≥ 0 and a prescribed spectral radius
ρ > α, if there exist matrices X ∈ Sn

>0, Y ∈ Sn
>0, Zp ∈ Rn×m,

Zc ∈ Rn×m, Gp ∈ Rm×n, Gc ∈ Rm×n, Ĥ2 ∈ Rm×m, P̂22 ∈ Sm,
S ∈ Dm

>0, Âc ∈ Rn×n, B̂c ∈ Rn×m, Ĉc ∈ Rm×n, D̂c ∈ Rm×m, Êc ∈ Rn×m,
T̂pp ∈ Sn, T̂pc ∈ Rn×n and T̂cc ∈ Sn such that conditions (4-22), (4-23)
are satisfied and, additionally

T̂ =

[
T̂pp T̂pc

T̂T
pc T̂cc

]
>0, (4-33)

Ψ3=He


ApY +BpĈc + αY Ap +BpD̂cCp + αIn T̂pp −Y T̂pc − In

Âc + αIn XAp + B̂cCp + αX T̂T
pc − In T̂cc −X

ApY +BpĈc + αY Ap +BpD̂cCp + αIn −Y −In
Âc + αIn XAp + B̂cCp + αX −In −X

<0,

(4-34)

Ψ4=He


−1

2
ρY −ρIn ApY +BpĈc Ap +BpD̂cCp

0 −1
2
ρX Âc XAp + B̂cCp

0 0 −1
2
ρY −ρIn

0 0 0 −1
2
ρX

<0 (4-35)

also hold, then the origin of (4-6) with the controller state-space model matri-
ces Ac, Bc, Cc, Dc and Ec selected as in (4-19) is locally exponentially stable
from S(W ) and the eigenvalues of A in (4-6) have real part smaller than −α
and a modulus smaller than ρ.

Proof: The proof of the local exponential stability of the origin of (4-6) from
S(W ) under (4-22), (4-23) has been given in the proof of Theorem 4.1. To show
that λmax(A) < −α, introduce the matrix

T := Π−TT̂Π−1,

with T̂ defined as in (4-33). Then, hypothesis (4-34) implies[
Π 0
0 Π

]−T

Ψ3

[
Π 0
0 Π

]−1

=He
[
P11(A+ αI2n) T − P11

P11(A+ αI2n) −P11

]
,

which is negative definite due to hypothesis (4-34) and, pre- and post-multiplied by[
xT xT(A+ αI2n)

T
]

and its transpose, reads

xTHe(T (A+ αI2n))x < 0,

proving that matrix A+ αI2n is Hurwitz. Furthermore, exploiting the results of [8]
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and the invertibility of Π in (4-25), to show that the spectral radius of A is smaller
than ρ, pre- and post-multiply Ψ4 in (4-35) by[

Π−T 0
0 Π−T

]
and its transpose. This product leads to

He
[
−1

2
ρP11 P11A
0 −1

2
ρP11

]
, (4-36)

which is negative-definite by assumption (4-35) and corresponds to the characteristic
LMI region of a disk of radius ρ centered on the origin, ensuring that the eigenvalues
of A in (4-6) have modulus smaller than ρ. □

Although Proposition 4.1 allows to determine an estimate of the basin of attraction
of the origin of (4-6), it does not provide means to maximize the volume of S(W ).
Therefore, the following remark discuss about some supplementary elements that
allow solving Problem 3.1 in its entirely.

Remark 4.3: Following a similar approach to [65, Section 3.4.3], minimizing

trace(P11) = trace(X) + trace(X̃) (4-37)

indirectly maximizes the volume of S(W ). Moreover, from the definitions in (4-16),
it can be found that X̃ = MT (X−Y−1)

−1
M. Therefore, introducing a matrix

V ∈ Sn
>0 and imposing

M+MT > 0 (4-38)

inequality X̃ ≤ V can be enforced (by a Schur complement) via the LMIV MT 0
M X In
0 In Y

 ≥ 0. (4-39)

As a consequence, the cost (4-37) can be replaced with

trace(X) + trace
(
X̃
)
≤ trace(X) + trace(V)

under constraint (4-39), which leads to the convex optimization problem

min
V,X,Y,Zp,Zc,P̂22,S,

Âc,B̂c,Ĉc,D̂c,Êc,

Gp,Gc,Ĥ2,T̂pp,T̂pc,T̂cc

trace(X) + trace(V), subject to
(4-22), (4-23), (4-34), (4-35), (4-38), (4-39).

(4-40)

Due to Proposition 4.1, problem (4-40) allows determining optimal controller ma-
trices Ac ∈ Rn×n, Bc ∈ Rn×m, Cc ∈ Rm×n, Dc ∈ Rm×m and Ec ∈ Rn×m that
maximize the volume of S(W ) while ensuring a prescribed convergence rate α and a
spectral radius smaller than ρ for matrix A in (4-6). Moreover, notice that whenever
the optimization (4-40) produces any P22 < 0, the volume of S(W ) increases since,
in such a case, trace(P11) > trace(P ). □
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4.3.2 Global stability results

For the global stabilization, Problem 3.2, let H1 = 0 and H2 = 0 so that Sh = Rn

and let the saturation function be asymmetric, as originally defined in (4-2). There-
fore, using the Lyapunov function candidate V in (4-10), the next theorem allows
synthesize the dynamic output-feedback controller (4-4) globally exponentially sta-
bilizing the input-saturated plant (4-1) under conditions formulated in form of LMIs.

Theorem 4.2

Given a desired convergence rate α ≥ 0, if there exist matrices X ∈ Sn
>0,

Y ∈ Sn
>0, Zp ∈ Rn×m, Zc ∈ Rn×m, P̂22 ∈ Sm, S ∈ Dm

>0, Âc ∈ Rn×n,
B̂c ∈ Rn×m, Ĉc ∈ Rm×n, D̂c ∈ Rm×m, Êc ∈ Rn×m, T̂pp ∈ Sn, T̂pc ∈ Rn×n

and T̂cc ∈ Sn satisfying

T̂ =

[
T̂pp T̂pc

T̂T
pc T̂cc

]
>0, (4-41)

Ψ5=He


1
2
Y 0 Zp

Inp

1
2
X Zc

−Ĉc −D̂cCp
1
2
P̂22 + S

>0, (4-42)

Ψ6=He



ApY+BpĈc Ap+BpD̂cCp −BpS 0 0 Zp

Âc XAp+B̂cCp Êc 0 0 Zc

Ĉc D̂cCp −S ZT
p +Ĉc ZT

c +D̂cCp P̂22

ApY+BpĈc Ap+BpD̂cCp −BpS −Y −In 0

Âc X̂Ap+B̂cCp Êc −In −X 0

0 0 −S Ĉc D̂cCp −S


<0

(4-43)

Ψ7=He


ApY +BpĈc + αY Ap +BpD̂cCp + αIn T̂pp −Y T̂pc − In

Âc + αIn XAp + B̂cCp + αX T̂T
pc − In T̂cc −X

ApY +BpĈc + αY Ap +BpD̂cCp + αIn −Y −In
Âc + αIn XAp + B̂cCp + αX −In −X

<0

(4-44)
then the origin of (4-6) with the controller state-space model matrices Ac, Bc,
Cc, Dc and Ec as selected in (4-19) is globally exponentially stable. Moreover,
the eigenvalues of A in (4-6) have real part smaller than −α.

Proof: Taking H1 = 0 and H2 = 0 in (4-8), W coincides with V in all the state-
space R2n and, therefore, the existence of the positive scalars β1 and β2 ensuring
the positive-definiteness of V can be proven following a similar procedure to the one
used in Theorem 4.1, in this case focusing on the positive-definiteness of the upper
left three block rows and columns of matrix Ψ1 in condition (4-22). Introducing the
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invertible matrix

Π :=

[
Y In
NT 0

]
, (4-45)

which certainly also satisfies the properties in (4-26), combined with the fact that

dz (Cx)T T4(Cx− dz (Cx)) ≥ 0, (4-46)

derived from the global property (2-26) presented in Section 2.4, it is possible to
obtain the matrix

Ψ̄5 := He
[

1
2
P11 P12

−S−1C 1
2
P22 + S−1

]
(4-47)

by pre- and post-multiplying Ψ5 in (4-42) by[
Π 0
0 S

]−T

and its transpose. Since (4-47) is positive-definite due to hypothesis (4-42), it veri-
fies, for all x ∈ R2n,

V (x) ≥ V (x)− 2 dz (Cx)T S−1(Cx− dz (Cx))

= ηTΨ̄5η ≥ λmin(Ψ̄5) |η|2 ≥ λmin(Ψ̄5) |x|2 = β1 |x|2 . (4-48)

Moreover, using |dz (Cx)| ≤ |Cx| ≤ L |x|, note that

V (x) ≤ λmax(P ) |η|2 ≤ λmax(P )L |x|2 = β2 |x|2 ,
which, together with (4-48), proves the existence of the scalars β1 = λmin(Ψ̄5) and
β2 = λmax(P ) with W (x) = V (x) in (4-14) for all x ∈ R2n, ensuring the positive-
definiteness and radial-unboundedness of V . On the other hand, selecting H1 = 0

and H2 = 0, as well as considering the global sector condition (4-46), it follows that
Ψ6 = Ψ2 in (4-23) and Ψ7 = Ψ3 in (4-34), thus the proofs of the global exponential
stability of the origin of (4-6) and the Hurwitz property of matrix A+αI2n is shown
as in the proofs of Theorem 4.1 and Proposition 4.1, respectively. □

4.4 Numerical examples

4.4.1 Balancing pointer

Consider the balancing pointer SISO example in [65, Example 3.4]. Thus let
u = 5, α = 0.5, ρ = 10 and

Ap =

[
0 1
1 0

]
, Bp =

[
0
−1

]
, Cp =

[
1 0

]
. (4-49)

For this exponentially unstable plant, leveraging Theorem 4.1 and Remark 4.3,
using the selections in (4-16), (4-18) and (4-19), the optimizer produces a controller
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Figure 4.3: Controller (4-50)
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x0 =
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]T.

guaranteeing regional exponential stability with state-space matrices

Ac=

[
−2.1075 0.5482
0.5258 −2.2020

]
, Bc =

[
−2.0303
2.1958

]
· 103, Ec=

[
5.0368
−5.3993

]
· 102

Cc=
[
1.4809 −1.6369

]
· 10−3, Dc=3.8971, (4-50)

and a sign-indefinite matrix P with eigenvalues

λ(P ) = {2.0800·10−1, 7.0724·10−2,−5.7345·10−2, 1.0860·10−12, 1.8044·10−7}.
Figure 4.2 shows the solid red estimate S(W ) of the basin of attraction of the
controlled closed-loop system, obtained by running (4-40) to design the controller
matrices. For the synthesis phase, S(W ) is 27.5% larger than the quadratic estimate
found with the solution of [11]. Furthermore, leveraging the results in [56], the
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subsequent stability analysis of the closed-loop system produces a more voluminous
non-ellipsoidal set S(W ), which is coherent with Remarks 4.2 and 4.3. Figure 4.3
shows the saturated control signal sat (u) and the plant output response y from the
initial state x0 =

[
1 3 0 0

]T. The control signal is observed to converge to the
origin with the procedure in Remark 4.3 (red solid), while it remains saturated with
the solution of [11] (blue dotted).

4.4.2 MIMO academic Example 1

Consider the MIMO exponentially unstable plant in [23, Example 2] with

Ap =

[
0.1 −0.1
0.1 −3

]
, Bp =

[
5 0
0 1

]
, Cp = I2, (4-51)

u = [5 2]T, α = 2.5 and ρ = 100. In this case, exploiting the proposed
stability certificates and parameterizations (4-16) to (4-19), the optimizer returns
the controller state-space model matrices

Ac=

[
−2.8947 −0.0064
0.0046 −2.8628

]
, Bc =

[
−0.8332 −0.0624
−0.3043 1.4487

]
,

Cc=

[
−0.0247 −0.0252
0.6426 0.3646

]
· 10−4, Dc=

[
−5.7010 0.1093
0.26670 −1.7815

]
· 10−1,

Ec=

[
17.7281 −0.4332
−0.3013 3.9641

]
, (4-52)

Furthermore, the obtained matrix P has eigenvalues

λ(P )={−2.6336·10−4, 3.1426·10−5, 1.4229·10−5,

− 3.2326·10−6, 1.9984·10−9, 1.9913·10−9}.

 Analysis
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estimate obtained using the
solution of [19] in dotted blue.
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Figure 4.4 reports on the estimate of the basin of attraction of the controlled
closed-loop system, which, in the synthesis phase, is 15.9% larger if estimated with
the optimization criterion proposed in Section 4.3, as compared to the estimate
obtained with the solution in [65, Section 3.4.3] using a classical quadratic Lya-
punov function. On the other hand, Figures 4.5 and 4.6 show the faster response
of the saturated control signal sat (u) and plant output y from the initial state
x0 =

[
250 0 0 0

]T obtained with the solution in Remark 4.3, as compared to the
dynamics resulting from the quadratic construction of [65, Section 3.4.3].
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Figure 4.6: Plant (4-49)
output response from the initial
state x0 =

[
250 0 0 0

]T.
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4.4.3 SISO example 1

Consider the SISO exponentially stable plant with state-space model matrices

Ap =

[
−3 1
1 −2

]
, Bp =

[
1
0.5

]
, Cp =

[
1 1

]
, (4-53)

and u = u = 2, M = In. In a first case, take α = 0.1. The controller state-space
model matrices obtained from Theorem 4.2 are then

Ac =

[
−2.2293 0.7734
1.5373 −2.2945

]
, Bc =

[
−1.0674
−2.4750

]
, Ec =

[
10.3178
9.4127

]
Cc =

[
−0.0196 0.0567

]
, Dc = 0.6973,

(4-54)
while the matrix P determined from (4-16), (4-18), (4-20) has eigenvalues

λ(P )={2.8377·103, 2.5999·102, −8.5063·10−3, 6.6814·10−3, 7.1259·10−4},
where there is a negative eigenvalue, showing that the optimizer exploits a sign-
indefinite P for V in (4-10). Figure 4.7 shows, at top, the controller (4-54) saturated
output, and, at bottom, the input-output response of (4-6) and with the plant
and controller matrices in (4-53) and (4-54), respectively, from the initial state
x0 =

[
−2.5 −2.5 0 0

]T, carefully chosen to have an initial output y(0) = −5.
It is possible to observe that the proposed controller synthesis (red solid) eliminates
the overshoot and reduces the settling time, as compared to the response obtained
with the solution proposed in [19] (blue dotted), which is based on positive-definite
quadratic forms.

In a second case, let α = 1.5. With this given prescribed convergence rate, the
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and plant (4-53) output
responses from the initial state
x0 =

[
−2.5 −2.5 0 0

]T.
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controller obtained from Theorem 4.2 is

Ac =

[
−2.7776 0.5282
0.6388 −2.7664

]
, Bc =

[
0.4417
−4.9914

]
, Ec =

[
7.9591
6.1248

]
,

Cc =
[
−0.0285 0.0439

]
, Dc = −0.0817.

(4-55)

Whereas the quadratic solution exposed in [19] is not able to find a feasible se-
lection for the controller (4-4), the solution proposed in Theorem 4.2 returns a
sign-indefinite matrix P with eigenvalues

λ(P )={1.0801·103, 2.8081·102, −9.2740·10−2, 7.3939·10−3, 9.6861·10−4}.
Figure 4.8 shows the input-output response of the closed-loop (4-6) with the plant
(4-53) and controller (4-55).

4.4.4 MIMO academic example 2

Apply now the proposed global controller design procedure in Theorem 4.2 to a
MIMO example based on [69, Example 4.3.2]. Let ū =

[
1 1

]T, M = In, α = 5·10−3

and

Ap =

[
−0.01 0

0 −0.01

]
, Bp =

[
1 0
0 1

]
, Cp =

[
−0.4 0.5
−0.1 0.1

]
. (4-56)

For this exponentially stable plant, the optimizer produces a state-space model of
the controller with

Ac =

[
−0.6882 0

0 −0.6882

]
, Bc =

[
8.4412 −10.5515
2.1103 −8.4412

]
, Ec =

[
6.0818 0

0 6.0818

]
,
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Figure 4.9: Saturated
controller (4-57) and plant
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Cc =

[
0.0108 0

0 0.0108

]
, Dc =

[
0.7927 −0.9909
0.1982 −0.7927

]
, (4-57)

and a positive-definite matrix P with eigenvalues

λ(P ) = {2.6155 · 10−3, 2.4781·10−1, 2.2429·102,
2.2429·102, 2.6155·10−3, 2.4781·10−1}.

Figure 4.9 reports on the input-output response and the saturated control signal
of (2-3) with the state-space matrices in (4-56) and (4-57) from the initial state
x0 =

[
−4.5455 −13.6364 0 0

]T. Analogous to Example 4.4.3, these initial
conditions are chosen in such a way that y(0) =

[
−5 −5

]T. Notice that, despite
the positive-definiteness condition of P , whic does not exploit the sign-indefiniteness
of the quadratic form, a smoother and faster convergence of outputs y1 and y2 is
obtained, as compared to the response found with the method suggested in [65,
Proposition 3.18] using a classic quadratic Lyapunov function.
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4.5 Conclusions

In this chapter, we addressed the design of a dynamic output-feedback controller
including an anti-windup loop ensuring regional exponential stability of closed-loop
systems with exponentially unstable plants subject to input saturation, as well as
global exponential stability of closed-loop systems with ANCBC plants. Moreover,
the designed controllers are of the same order as the plant order and respond to
the synthesis Problems 3.1 and 3.2 stated in Section 3.2.2. The design conditions
are formulated in terms of LMIs and derived by combining the use of sign-indefinite
quadratic forms, appropriate changes of variables inspired from [58], and general-
ized sector conditions involving the dead-zone nonlinearity and its directional time
derivative. Furthermore, the use of the deadzone nonlinearity in the Lyapunov
function candidates used on the presented numerical examples allows for some con-
servativeness mitigation with respect to traditional quadratic approaches.
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Chapter 5

Static linear anti-windup synthesis

5.1 Introduction

This chapter compiles static anti-windup gains design procedures for closed-loop
linear systems with saturating inputs ensuring, for general linear plants, regional
exponential stability of the origin [50] or, for exponentially stable plants, global
exponential stability of the origin [55], thus responding to Problems 3.3 and 3.4
formulated in Section 3.2.2. The presented solutions also provide guarantees on the
convergence rate for the global and regional results, and maximized non-ellipsoidal
estimates of the basin of attraction when global exponential stability is not obtain-
able. The stability certificates are based on sign-indefinite quadratic forms leading
to locally positive definite nonquadratic piecewise smooth Lyapunov functions and
are formulated in terms of Bilinear Matrix Inequalities (BMIs).

Some preliminary concepts necessary for the approach used in this chapter are
defined in Section 5.2. Section 5.3 presents the stability conditions certifying regional
and global exponential stability. Additionally, to solve the BMI conditions inherent
to this approach, four iterative algorithms based on a convex-concave decomposition
are proposed in Section 5.4. Some numerical applications are presented in Section
5.5 to illustrate the effectiveness of the proposed methods.

5.2 Preliminaries

Consider the closed-loop system with plant∣∣∣∣ ẋp = Apxp +Bpsat (u)
y = Cpxp +Dpsat (u) (5-1)

59
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and controller ∣∣∣∣ ẋc = Acxc +Bcy + νx
u = Ccxc +Dcy + νu

, (5-2)

where xp ∈ Rnp , y ∈ Rp are the plant state and output, xc ∈ Rnc , u ∈ Rm are the
controller state and output, respectively. Moreover, the decentralized symmetric
saturation function is denoted with components

sati (ui) := max {−ui,min {ui, ui}} , (5-3)

where i = 1, ...,m and ui > 0 are the saturation limits and ui and ui are the ith
entry of the vectors u and u, respectively. According to the developments in section
2.3, the linear feedback (5-1)-(5-2) is locally well-posed if and only if there exist the
inverses

∆u := (Im −DcDp)
−1, ∆y := (Ip −DpDc)

−1. (5-4)

Assumption 5.1

The controller-plant feedback with (5-2), (5-1) is locally well-posed (the in-
verse matrices in (5-4) exist) and locally exponentially stable with νx = 0,
νu = 0 and sat (u) = u.

Define the deadzone as dz (u) := u− sat (u) and select the Anti-windup inputs νx
and νu as

νx := Ecdz (u) , νu := Fcdz (u) , (5-5)

where Ec ∈ Rnc×m and Fc ∈ Rm×m are the anti-windup gains to be designed. Notice
that the algorithm design makes sense if and only if Assumption 5.1 is satisfied
because the anti-windup inputs νx and νu are zero in a neighborhood of the origin.
By applying definitions (5-4) and (5-5), the feedback interconnection (5-1)–(5-2) can
be rewritten as ∣∣∣∣∣∣∣∣

ẋ = Ax+

(
B0 +Baw

[
Ec
Fc

])
dz (u)

u = Cx+

(
D0 +Daw

[
Ec
Fc

])
dz (u)

, (5-6)

where x :=
[
xT
p xT

c

]T ∈ Rn, with n = np + nc, and A B0 Baw

C D0 Daw

=

Ap+Bp∆uDcCp Bp∆uCc −Bp∆u 0 Bp∆u

Bc∆yCp Ac+Bc∆yDpCc −Bc∆yDp Inc Bc∆yDp

∆uDcCp ∆uCc Im −∆u 0 ∆u

 .

For compact notation, let

B := B0 +Baw

[
Ec
Fc

]
, D := D0 +Daw

[
Ec
Fc

]
= D0 +∆uFc. (5-7)
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Additionally, define the extended vector

η :=
[
xT dz (v(x))T

]T
(5-8)

where x 7→ v(x) is the Lipschitz solution of the nonlinear algebraic loop specified by
the second equation in (5-6) (see Section 2.3.4). Introduce

h(x) := H1x+H2dz (v(x)) , (5-9)

where H1 ∈ Rm×n, H2 ∈ Rm×m are both arbitrary design parameters. Then, intro-
duce the Lyapunov function candidate

W (x) :=

{
V (x) if x ∈ Sh
1 otherwise , (5-10)

where V is the sign-indefinite quadratic form

V (x) := ηTPη = ηT
[
P11 P12

PT
12 P22

]
η, (5-11)

with η in (5-8), and Sh is the set

Sh := {x ∈ Rn : |h(x)|∞ ≤ 1}. (5-12)

Following the results of [56], it is possible to analyze the stability of the closed-loop
(5-6) exploiting the second method of Lyapunov with (5-10). Define also the open
sublevel set

S(W ) := {x ∈ Rn : W (x) < 1}, (5-13)

which will be shown to provide an estimate of the basin of attraction of the origin
for (5-6), due to the fact that W coincides with V in the set Sh and that set Sh in
(5-12) and definition (5-13) are designed in such a way that

S(W ) = S(V ) ∩ Sh. (5-14)

For both regional and global procedures, two static linear anti-windup strategies
guaranteeing exponential stability with a prescribed convergence rate are addressed
in this chapter. On the one hand, the case where both anti-windup actions Ec and
Fc on the dynamics and output of the controller are designed, and, on the other
hand, the case where the anti-windup solution acts only on the dynamics of the
controller, i.e. when Fc = 0 is imposed. Notice that, for the case where DcDp ̸= 0,
the linear well-posedness in (5-4) does not ensure the well-posedness of the nonlinear
algebraic loop in (5-6), and, for the case where DcDp = 0 and Fc = 0, the well-
posedness becomes structurally nonlinear because imposing Fc = 0 implies u = Cx

(see the discussion in [69, Section 2.3.7]). Moreover, for the cases where only regional
exponential stability is attainable, sufficient conditions providing an estimate of the
basin of attraction of the origin of (5-6) are given.

The results presented in this chapter are derived in the form of BMIs and they
provide sufficient conditions ensuring global exponential stability for the closed-loop
system (5-6) with exponentially stable plants and, when global exponential stability
is not attainable, sufficient conditions ensuring regional exponential stability for the
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closed-loop system are given. Leveraging the Lemma 3.1, which allows to ignore the
points in which the function W is not differentiable, and the fact that V coincides
with W when H1 = 0 and H2 = 0 (see Remark 3.1), it is possible to state the
following lemma, originally presented and proven in [56, Lemma 1], which is the
main basis for the results presented in the next section.

Lemma 5.1

[56, Lemma 1] Considering dynamics (5-6) and the definitions of S(W )

in (4-12) and Sh in (4-11), if there exists a locally Lipschitz Lyapunov
function x 7→ W (x) as defined in (4-9) and positive scalars β1, β2 and β3

satisfying

β1|x|2 ≤ W (x) ≤ β2|x|2 (5-15)

for all x ∈ S(W ) and

Ẇ (x) := ⟨∇W (x), Ax+Bsat(v(x))⟩ ≤ −β3|x|2 (5-16)

for almost all x ∈ S(W ), then the origin of (5-6) is local exponentially
stable with a basin of attraction containing S(W ). Moreover, if (5-15)
and (5-16) are satisfied for all x ∈ Rn, then the origin of (5-6) is globally
exponentially stable.

5.3 Lyapunov stability certificates

5.3.1 Regional stability results

It is possible to show that W in (5-10) is shown to be Lipschitz continuous in Sh
since V in (5-11) and h in (5-9) are designed in such a way that

S(W ) = S(V ) ∩ Sh. (5-17)

Then, to enlarge as much as possible the volume of S(W ), introduce the ellipsoidal
set

E
(
P̂
)
:=
{
x ∈ Rn : xTP̂x < 1

}
, (5-18)

with P̂ ∈ Sn
>0, and impose

E
(
P̂
)
⊂ S(W ) (5-19)

while maximizing the volume of (5-18), or similarly (but not fully equivalently) by
minimizing the trace of P̂. The above steps are necessary to state the next theorem,
which is an adaptation of [56, Theorem 3], ensures regional exponential stability and
provides an estimate of the basin of attraction of the origin for nonlinear system
(5-6), responding to Problem 3.3.
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Theorem 5.1

If there exist matrices P̂ ∈ Sn
>0, P11 ∈ Sn

>0, P12 ∈ Rn×m, P22 ∈ Sm, T̂ ∈ Dm
>0,

T1 ∈ Dm
>0, H1 ∈ Rm×n, H2 ∈ Rm×m, Ec ∈ Rnc×m and Fc ∈ Rm×m such that

Ψ1 :=

P11 P12 0
PT

12 P22 0
0 0 1

+ He

 0 HT
1T1 − CTT1 0

0 T1H2 +T1 −T1D 0
H1 i H2 i 0

 > 0 (5-20)

with i = 1, ...,m being the ith row of H1 and H2, and

Ψ2 :=

[
P̂ 0
0 0

]
− P + He

[
0 −CTT̂

0 T̂ (Im −D)

]
> 0 (5-21)

with D as defined in (5-7) hold and, additionally, there exist a scalar α ≥ 0

and matrices T2 ∈ Dm
>0, T3 ∈ Dm

>0 and T4 ∈ Dm satisfying

Ψ3 :=He

P11 (A+αIn) P11B P12

PT
12A PT

12B P22

0 0 0


+

 0 0 0
T2C −T2H1 +T4CA T2D −T2 −T2H2 +T4CB T4D −T4

T3CA T3CB T3D −T3

<0

(5-22)
with B defined as in (5-7), then the algebraic loop in (5-6) is well-posed and the
origin of (5-6) is locally exponentially stable form S(W ) in (5-13). Moreover,
the eigenvalues of A in (5-6) have real part smaller than −α.

Proof: Exploiting the Facts 2.2 and 2.3 emerging from the sector models of the
deadzone (see Section 2.4), note that the following facts are true:

1. For any T ∈ Dm
>0 and any u ∈ Rm,

dz (u)T T (u− dz (u)) ≥ 0, (5-23)

2. for any T ∈ Dm
>0, for all x ∈ Sh and any u ∈ Rm, it holds that

dz (u)T T (u− dz (u)− Uh(x)) ≥ 0, (5-24)

3. and for any T ∈ Dm and for all x ∈ Rn : |ui(x)| ≠ ui,

ḋz (v(x))T T (v̇(x)− ḋz (v(x))) = 0, (5-25)

dz (v(x))T T (v̇(x)− ḋz (v(x))) = 0, (5-26)

where v(x) denotes the explicit solution of the nonlinear algebraic loop

u−Ddz (u) = Cx

stemming from the bottom equation in (5-6) and ḋz (v(x)) denotes the time-
derivative of x 7→ dz (v(x)), which is defined for almost all values of x ∈ Rn.

Then, thanks to Lemma 2.1 (see the results in [3, Proposition 1]) and the definition of
T in (5-25), with T = T3, system (5-6) is well-posed due to the negative definiteness
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of the (3,3) entry of Ψ3 in condition (5-22). Under well-posedness, applying a Schur
complement to (5-20) as

Ψ̄1 := P + He

[
0 HT

1T1 − CTT1

0 T1H2 +T1 −T1D

]
−

[
HT

1 i

HT
2 i

] [
H1 i H2 i

]
> 0 (5-27)

and using (5-24), it can be shown that

V (x)− h(x)2i ≥ V (x)− h(x)2i − 2dz (v(x))T T1 (v(x)− dz (v(x))− h(x)) (5-28)

= ηTΨ̄1η ≥ λmin(Ψ̄1)|η|2 ≥ λmin(Ψ̄1)|x|2 = β1|x|2, (5-29)

which yields W (x) = V (x) > h(x)2i > 0, proving that S(W ) ∈ Sh and ensuring that
V (x) > 1 in the boundary of Sh, which implies Lipschitz continuity of W (x) for all
x ∈ Sh. Moreover, using |dz (v(x))| ≤ |v(x)| ≤ L |x| and the fact that u in (5-6) is
globally Lipschitz, it can be stated that

W (x) = V (x) ≤ λmax(P )|η|2 ≤ λmax(P )L|x|2 = β2|x|2,
which, together with property (5-29), implies the existence of the positive scalars
β1 = λmin(Ψ̄1) and β2 = λmax(P )L satisfying inequality (4-14) and, thus, positive-
definiteness of W for all x ∈ S(W ).

Furthermore, by hypothesis (5-21) and property (5-23),

xTP̂x−W (x)≥xTP̂x−V (x)≥xTP̂x−V (x)−2dz (v(x))T T̂ (v(x)−dz (v(x)))

= ηTΨ2η > 0,

which leads to

xTP̂x > W (x), ∀x ∈ Sh. (5-30)

Consequently, xTP̂x > 1 implies W (x) > 1 for all x ∈ Sh, which entails inclusion
(5-19). Furthermore, with the proven existence of the scalars β1 and β2, local expo-
nential stability from S(W ) holds if there exists a positive scalar β3 upper-bounding
Ẇ , according to Lemma 5.1. With this in mind, by exploiting the sector conditions
(5-24) to (5-26), introduce the matrix

Ψ̄3 := He

P11 P12

PT
12 P22

0 0

[A B 0
0 0 Im

]
+ He

 0
T2

0

 [C −H1 D − Im −H2 0
]

+ He

 0
0
T3

 [CA CB D − Im
]

+ He

 0
T4

0

 [CA CB D − Im
] , (5-31)
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and notice that

Ψ̄3 = Ψ3 − He

P11

0
0

 [αIn 0 0
] , (5-32)

thus Ψ̄3 ≤ Ψ3 < 0 due to the definitions of P11 and α and hypothesis (5-22).
Therefore, recalling that W (x) = V (x), ∀x ∈ S(W ), it may be found that, for
almost all x ∈ S(W ),

Ẇ (x) ≤ Ẇ (x) + 2dz (v(x))T T2 (v(x)− dz (v(x))− h(x))

+ 2ḋz (v(x))T T3(v̇(x)− ḋz (v(x)))

+ 2dz (v(x))T T4(v̇(x)− ḋz (v(x)))

= ηTΨ̄3η (5-33)

and this, together with (5-32), leads to

−ηTΨ3η ≥ −ηTΨ̄3η ≥ λmin

(
−Ψ̄3

)
|η|2 ≥ λmin

(
−Ψ̄3

)
|x|2 ,

which shows that A+αIn is Hurwitz due to the fact that

xTHe(P11(A+αIn))x < 0

with P11 > 0 and, further, proves the existence of β3 = λmin

(
−Ψ̄3

)
, ensuring regional

exponential stability of the closed-loop system (5-6) with basin of attraction of the
origin containing S(W ). □

5.3.2 Global stability results

The results on synthesis of static linear anti-windup gains using Lyapunov stability
certificates based on the sign-indefinite quadratic form in (5-11) is presented in [55],
which responds to Problem 3.4 and may be derived from the regional results in the
previous section. Taking H1 = 0 and H2 = 0, notice that Sh = Rn (see Remark
3.1). Hence, using the Lyapunov function candidate V in (5-11), the following
theorem allows computing the static linear anti-windup gains Ec and Fc in (5-5)
while guaranteeing global exponential stability of the closed-loop system (5-6) with
anti-windup loop.

Theorem 5.2

If there exist matrices P11 ∈ Sn
>0, P12 ∈ Rn×m, P22 ∈ Sm, T1 ∈ Dm

>0, Ec ∈
Rnc×m and Fc ∈ Rm×m such that

Ψ4 :=

[
P11 P12

PT
12 P22

]
+ He

[
0 0

−T1C T1 −T1D

]
> 0 (5-34)

with D as defined in (5-7) holds and, additionally, there exist a scalar α ≥ 0

and matrices T2 ∈ Dm
>0, T3 ∈ Dm

>0 and T4 ∈ Dm satisfying
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Ψ5 :=He


P11 (A+αIn) P11B P12

PT
12A PT

12B P22

0 0 0


+

 0 0 0

T2C +T4CA T2D −T2 +T4CB T4D −T4

T3CA T3CB T3D −T3


<0 (5-35)

with B as defined in (5-7), then the algebraic loop in (5-6) is well-posed and
the origin of (5-6) is globally exponentially stable. Moreover, the eigenvalues
of A in (5-6) have real part smaller than −α.

Proof: Following the same procedure used in the proof of Theorem 5.1 and taking
H1 = 0 and H2 = 0, notice that Ψ5 = Ψ3 in (5-22) and, therefore, the well-posedness
of the algebraic loop in the bottom equation of (5-6), the existence of the positive
scalar β3 = λmin

(
−Ψ̄5

)
satisfying (5-16) with

Ψ̄5 := He


P11A P11B P12

PT
12A PT

12B P22

0 0 0


+

 0 0 0

T2C +T4CA T2D −T2 +T4CB T4D −T4

T3CA T3CB T3D −T3


 ,

and the Hurwitz property of A+αIn may be shown. Moreover, under well-posedness,
observe that, using the sector condition (5-23),

V (x) ≥ V (x)− 2dz (v(x))T T1 (v(x)− dz (v(x)))

= ηTΨ4η ≥ λmin(Ψ4)|η|2 ≥ λmin(Ψ4)|x|2 = β1|x|2 (5-36)

with η defined as in (5-8), leading to V (x) > 0 for all x ∈ Rn and proving the radial
unboundedness of V . Besides, since the control signal u is globally Lipschitz, using
|dz (v(x))| ≤ |v(x)| ≤ L |x|, it can be stated that

V (x) ≤ λmax(P )|η|2 ≤ λmax(P )L|x|2 = β2|x|2,
which, together with (5-36), proves the existence of the scalars β1 = λmin(Ψ4) and
β2 = λmax(P )L, ensuring global exponential stability of the origin for the closed-loop
system (5-6). □

5.4 Iterative algorithms for the anti-windup design

For both the regional and global exponential stability results of Theorems 5.1,
5.2, an iterative approach is proposed to design the anti-windup gains Ec and Fc,
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applying a convex-conxave decomposition to convexify the synthesis problem since
the sufficient conditions in Theorems 5.1 and 5.2 are formulated in terms of BMIs in
the decision variables. Additionally, for the regional case, the algorithm iteratively
increases the volume of the estimate of the basin of attraction S(W ) in (5-13) by
minimizing the trace of P̂ within the inclusion (5-19).

5.4.1 Feasible initial conditions

In order to be able to initialize the iterative algorithm, the following initial con-
ditions for the decision variables are used to find a first feasible solution for the
sufficient conditions presented in Theorems 5.1 and 5.2.

Ec = 0, (5-37)

Fc = DcDp, (5-38)

P11 = In, P12 = 0, P22 = 0,

α = −1

2
λmax

(
A+ AT + In +

(
B + CT) (BT + C

))
,

T1 = λmax

(
CCT)−1

Im, T2 = Im,

T3 = λmax

(
C
[
A B

] [AT

BT

]
CT
)−1

Im, T4 = 0,

T̂ = λmax

(
CCT)−1

Im, P̂ = 2In. (5-39)

and, specifically for conditions (5-20) and (5-22), take

H1 = 0, H2 = 0. (5-40)

Observe that the selections in (5-39) are often not stabilizing because α < 0 in most
cases. However, the selections above are suitable for the initialization of the iterative
algoithm. The next proposition ensures the initial feasibility of the conditions in
Theorems 5.1 and 5.2 for the closed loop (5-6) with anti-windup action on both the
dynamics and the output of the system.

Proposition 5.1

Conditions (5-20), (5-21) and (5-22) of Theorem 5.1 hold with selections
(5-37), (5-38), (5-39) and (5-40) and conditions (5-34) and (5-35) of The-
orem 5.2 hold with selections (5-37), (5-38) and (5-39).

Proof: Take P11 = In, P12 = 0, P22 = 0, H1 = 0 and H2 = 0. Then,

Ψ1 = He

1
2
In −CTT1 0
0 T1 −T1D 0
0 0 1

2


Then, notice that with Ec = 0, Fc = DcDp, it can be shown that D = 0 from
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(5-7). Therefore,

Ψ1 = He

1
2
In −CTT1 0
0 T1 0
0 0 1

2
Im

 =

 In −CTT1 0
−T1C 2T1 0

0 0 1

 ,

which is positive definite if and only if the upper left block matrix of rows and
columns 1 and 2 satisfies [

In −CTT1

−T1C 2T1

]
> 0, (5-41)

which also corresponds to Ψ4 with P11 = In, P12 = 0, P22 = 0, H1 = 0, H2 = 0,
Ec = 0 and Fc = DcDp. Therefore, to show (5-20) and (5-34), apply Schur comple-
ment and observe that

2T1 −T1CCTT1 > 0

≡ 2T−1
1 − CCT > 0,

which holds with T1 = λmax

(
CCT

)−1
Im and guarantees initial Ψ1 > 0 and initial

Ψ4 > 0. Recalling selections in (5-39), notice that, with P̂ = 2In,

Ψ2 =

[
In −CTT̂

−T̂C 2T̂

]
> 0,

which is equivalent to (5-41) and holds with T̂ = λmax

(
CCT

)−1
Im. Finally, the

selections (5-37), (5-38), (5-39) and (5-40) and let T4 = 0 so that

Ψ3 = Ψ5 = He

A−αIn B 0
T2C −T2 0
T3CA T3CB −T3

 < 0,

of which the first two rows and columns read

He
[
A−αIn B
T2C −T2

]
=

[
A+ AT − 2αIn B + CTT2

BT +T2C −2T2

]
< 0. (5-42)

Changing the sign of the matrix inequality (5-42) above, force[
−A− AT + 2αIn −B − CTT2

−BT −T2C 2T2

]
> Im+n,

or [
−A− AT + 2αIn − In −B − CTT2

−BT −T2C 2T2 − Im

]
> 0.

As established in selection (5-39), let T2 = Im so that 2T2 − Im = Im > 0. Hence,
applying Schur complement,

−A− AT + 2αIn − In −
(
−B − CT) (−BT − C

)
> 0

which holds with

α =
1

2
λmax

(
A+ AT + In +

(
B + CT) (BT + C

))
and guarantees

−Ψ3 = −Ψ5 >

 Im+n
−ATCTT3

−BTCTT3

−T3CA −T3CB 2T3

 > 0
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Finally, applying Schur complement and defining C̃ := C
[
A B

]
,

2T3 −T3C̃C̃TT3 > 0

≡ 2T−1
3 − C̃C̃T > 0,

which holds with

T3 = λmax

(
C̃C̃T

)−1

Im,

ensures initial Ψ3 < 0 and Ψ5 < 0, completing the proof. □

The following proposition ensures the initial feasibility of the conditions in Theo-
rems 5.1 and 5.2 for the controller-plant feedback (5-6) with anti-windup loop acting
only on the dynamics of the closed-loop system.

Proposition 5.2

When the product DcDp = 0, conditions (5-20), (5-21) and (5-22) of
Theorem 5.1 hold with selections (5-37), (5-39), (5-40) and Fc = 0, and
conditions (5-34) and (5-35) of Theorem 5.2 holds with selections (5-37),
(5-39) and Fc = 0.

Proof: Notice that DcDp = 0 implies ∆u = Im and, therefore, imposing Fc = 0,
together with selection (5-37), results in D = 0. Additionally, selections in (5-39)
and (5-40) lead to the same reasoning as in Proposition 5.1. □

5.4.2 Convex-concave decomposition

Conditions (5-20), (5-21) and (5-22) in Theorem 5.1, as well as conditions (5-34)
and (5-35) in Theorem 5.2, are BMIs in the decision variables that need to be
linearized in order to be suitable for LMI solvers. First, observe that (5-20) can be
reformulated as

Ψ1 =

P11 P12 0
PT

12 P22 0
0 0 Im

+ He

 0
T1

0

 [H1 − C H2 + Im −D 0
]

+ He

 0
0
Im

 [H1 H2 0
]

and, making use of the convex-concave linearization presented in [15], introduce

[
X1 −Y1 i Ȳ1

]
:=

 0 T1 0 H1 H2 −Daw

[
Ec
Fc

]
0 −C Im −D0 0

0 0 Im H1 i H2 i 0 0 0 0

 .

(5-43)
Moreover, Ψ2 in (5-21) can be rewritten as

Ψ2 =

[
P̂ 0
0 0

]
− P + He

[
0

T̂

] [
−C Im −D

]
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which facilitates the introduction of[
X2 −Y2 Ȳ2

]
:=

[
0 T̂ 0 −Daw

[
Ec
Fc

]
−C Im −D0

]
, (5-44)

and, combining (5-31) and (5-32), define[
X3 Y3 Ȳ3

]
:=

P11 0 0 −αIn 0 0 0 0 0

P11 P12 0 0 Baw

[
Ec
Fc

]
0 A B0 0

PT
12 P22 0 0 0 0 0 0 Im

0 T2 0 −H1 Daw

[
Ec
Fc

]
−H2 0 C D0 − Im 0

0 T4 T3 0 CBaw

[
Ec
Fc

]
Daw

[
Ec
Fc

]
CA CB0 D0 − Im


. (5-45)

Furthermore, rewrite (5-35) as

Ψ4 =

[
P11 P12

PT
12 P22

]
+ He

([
0
T1

] [
−C Im −D

])
to introduce[

X4 −Y4 Ȳ4

]
:=

[
0 T1 0 −Daw

[
Ec
Fc

]
−C Im −D0

]
, (5-46)

and notice that, considering Ψ5 in (5-35), following the same reasoning used to
determine (5-45) and taking H1 = 0 and H2 = 0, it may be directly defined[

X5 Y5 Ȳ5

]
:=

P11 0 0 −αIn 0 0 0 0 0

P11 P12 0 0 Baw

[
Ec
Fc

]
0 A B0 0

PT
12 P22 0 0 0 0 0 0 Im

0 T2 0 0 Daw

[
Ec
Fc

]
0 C D0 − Im 0

0 T4 T3 0 CBaw

[
Ec
Fc

]
Daw

[
Ec
Fc

]
CA CB0 D0 − Im


. (5-47)

Then, for the regional case, using definitions (5-43), (5-44) and (5-45), the convex-
concave decompositions of Ψ1, Ψ2 and Ψ3 in BMIs (5-20) to (5-22) are

−Ψ1 = Φ1 +XT
1 Y1 i − Y T

1 iX1 = Φ1 +M1 i −N1 i < 0,

−Ψ2 = Φ2 +XT
2 Y2 − Y T

2 X2 = Φ2 +M2 −N2 < 0,

Ψ3 = Φ3 +XT
3 Y3 − Y T

3 X3 = Φ3 +M3 −N3 < 0, (5-48)

where

Φ1 := −
[
P 0
0 1

]
−XT

1 Ȳ1 − Ȳ T
1 X1,

Φ2 := −
[
P̂ 0
0 0

]
+ P −XT

2 Ȳ2 − Ȳ T
2 X2,
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Φ3 := XT
3 Ȳ3 + Ȳ T

3 X3,

Mj :=
1

2
(Xj + Yj)

T (Xj + Yj) ,

Nj :=
1

2
(Xj − Yj)

T (Xj − Yj) , ∀j ∈ {1 i, 2, 3}, (5-49)

for all i = 1, · · · ,m, and for the global case, considering the definitions in (5-46) and
(5-47), the convex-concave decompositions of Ψ4 and Ψ5 in BMis (5-34) and (5-35)
are

−Ψ4 = Φ4 +XT
4 Y4 i − Y T

4 iX4 = Φ4 +M4 −N4 < 0,

Ψ5 = Φ5 +XT
5 Y5 − Y T

5 X5 = Φ5 +M5 −N5 < 0, (5-50)

where

Φ4 := −P −XT
4 Ȳ4 − Ȳ T

4 X4,

Φ5 := XT
5 Ȳ5 + Ȳ T

5 X5,

Mj :=
1

2
(Xj + Yj)

T (Xj + Yj) ,

Nj :=
1

2
(Xj − Yj)

T (Xj − Yj) , ∀j ∈ {4, 5}, (5-51)

Now, for all j = 1, · · · , 5, observe that Φj are linear in the decision variables
and that Mj, −Nj are convex and concave, respectively. Therefore, resorting to
−Ψ1 < 0, −Ψ2 < 0 and −Ψ4 < 0 instead of Ψ1 > 0, Ψ2 > 0 and Ψ4 > 0 in (5-48)
and (5-50) allows to apply the convex semidefinite program presented in [15, Section
IV], where the main LMI requires negative-semidefiniteness.

5.4.3 Iterative solver algorithms

Regional synthesis

Algorithm 5.1 designs the anti-windup gains (Ec,Fc) both for Fc = 0 (when
DcDp = 0) and generic Fc. In the first design (where Fc = 0), the variable Fc

(indicated in square brackets) must not be considered in problems (5-57), (5-59) and
Fc should be set to zero in (5-43), (5-44) and (5-45). The algorithm involves two
optimization loops. In the first loop, starting from the (non-necessarily stabilizing)
selection of Section 5.4.1, α is maximized to seek for a stabilizing solution. In the
second loop, starting from the stabilizing solution, the ellipsoid E

(
P̂, 1

)
in (5-18)

included in the basin of attraction (through (5-19)) is enlarged.

First, exploit (5-48) and (5-49) to define

Nj(k) :=
1
2

(
Xj(k)− Yj(k)

)T(
Xj(k)− Yj(k)

)
,

Ñj(k) :=
1
2
He
((
Xj(k)−Yj(k)

)T(
Xj−Xj(k)−Yj+Yj(k)

))
,

where k is the iteration index of the algorithm. As explained in [15], any solution
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Algorithm 5.1: Anti-windup design without [or with] Fc action

Input: α0, Ec 0, [Fc 0], P0, P̂0, T̂0, T1 0, T2 0, T3 0, T4 0, H1 0, H2 0

Parameters: Ap, Bp, Cp, Dp, Ac, Bc, Cc, Dc

1 Construct X1(0), Y1 i(0), X2(0), Y2(0), X3(0), Y3(0) from (5-37), (5-38), (5-39), (5-40)
2 Set k = 0

Optimization Loop 1
3 do
4 Solve (5-57) for X1, Y1 i, X2, Y2, X3, Y3

5 k ← k + 1

6 Set X1(k)=X1, Y1 i(k)=Y1 i, X2(k)=X2, Y2(k)=Y2, X3(k)=X3, Y3(k)=Y3, α(k)=α

7 while |α(k)−α(k − 1)| > ϵ

8 if α(k) ≥ 0 then
Optimization Loop 2

9 do
10 Solve (5-59) for X1, Y1 i, X2, Y2, X3, Y3

11 k ← k + 1

12 Set X1(k)=X1, Y1 i(k)=Y1 i, X2(k)=X2, Y2(k)=Y2, X3(k)=X3, Y3(k)=Y3, ...
trace{P̂}(k)=trace{P̂}

13 while
∣∣∣trace{P̂}(k)− trace{P̂}(k − 1)

∣∣∣ > ϵ

14 return Ec, [Fc], P , H1, H2

15 else
16 return No stabilizing solution found
17 end

of the convexified problem Φj +Mj −
(
Nj(k) + Ñj(k)

)
< 0 is also feasible for the

original nonconvex constraints Ψ1 > 0, Ψ2 > 0 and Ψ3 < 0, because concavity of
−Nj implies, for all j∈{1 i, 2, 3}, with i = 1, ...,m,

Φj +Mj −Nj ≤ Φj +Mj −
(
Nj(k) + Ñj(k)

)
< 0. (5-52)

Applying a Schur complement, define

Ψ̂1 i :=

[
N1 i(k) + Ñ1 i(k)− Φ1 (X1 + Y1 i)

T

(X1 + Y1 i) 2Im+1

]
>0, (5-53)

Ψ̂2 :=

[
N2(k) + Ñ2(k)− Φ2 (X2 + Y2)

T

(X2 + Y2) 2Im

]
>0, (5-54)

Ψ̂3 :=

[
N3(k) + Ñ3(k)− Φ3 (X3 + Y3)

T

(X3 + Y3) 2I2n+3m

]
>0. (5-55)

Recall then

P̂ > 0, P11 > 0, T̂ > 0, T1 > 0, T2 > 0, T3 > 0, (5-56)

and the optimization to be solved in the first loop for the stabilization of (5-6) is

max
P11,P12,P22,P̂,

T̂,T1,T2,T3,T4,
H1,H2,Ec,[Fc],α

α, subject to (5-53), (5-54), (5-55), (5-56). (5-57)
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Convex optimization (5-57) ensures the stability of (2-3) with the estimate S(W )

whenever an

α ≥ 0 (5-58)

is returned and, in order to enlarge this estimate, recalling inclusion (5-19), it is
useful to solve, in the second loop,

min
P11,P12,P22,P̂,

T̂,T1,T2,T3,T4,
H1,H2,Ec,[Fc]

trace
{
P̂
}
, subject to (5-53), (5-54), (5-55), (5-56), (5-58), (5-59)

which motivates including two do-while loops in Algorithm 5.1, namely Optimiza-
tion Loops 1 and 2. Furthermore, the values of P , H1 and H2 returned by Algorithm
1 allow computing the sublevel set S(W ), which corresponds to an inner approxima-
tion or estimate of the basin of attraction of the origin of the closed loop. Therefore,
for each x ∈ S(W ) uniform convergence to zero is guaranteed.

The following proposition ensures the termination of Algorithm 5.1 in a finite
time and ensures the feasibility of problems (5-57) and (5-59) at each iteration of
the Optimization Loops 1 and 2, respectively.

Proposition 5.3

Algorithm 5.1 terminates in a finite number of iterations and feasibility
of the ensuing optimizations is guaranteed at each iteration.

Proof: Problem (5-57) is feasible at the initial step of Optimization Loop 1 since
its constraints hold with selections (5-37), (5-38), (5-39) and (5-40). Under the
hypotheses of Theorem 5.1, feasibility of (5-59) in the first step of Optimization
Loop 2 is only guaranteed if a stabilizing solution is found at the last iteration of
Optimization Loop 1. Furthermore, feasibility of (5-57) and (5-59) at each iteration
is ensured by (5-52), as it implies monotonicity of α, with α ≥ α(k), and P̂, with
trace

(
P̂
)
≥ trace

(
P̂
)
(k), at their corresponding optimization loops. Finally, since

P̂ and α are respectively bounded by expressions (5-54) and (5-55), Algorithm 5.1
stops in a finite number of iterations, thus completing the proof. □

Global synthesis

Following the same reasoning used for the regional synthesis, exploiting (5-50)
and (5-51), as well as the results of [15], define

Ψ̂4 :=

[
N4(k) + Ñ4(k)− Φ4 (X4 + Y4)

T

(X4 + Y4) 2Im

]
>0, (5-60)

Ψ̂5 :=

[
N5(k) + Ñ5(k)− Φ5 (X5 + Y5)

T

(X5 + Y5) 2I2n+3m

]
>0. (5-61)
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Algorithm 5.2: Anti-windup design without [or with] Fc action

Input: α0, Ec 0, [Fc 0], P0, T1 0, T2 0, T3 0, T4 0

Parameters: Ap, Bp, Cp, Dp, Ac, Bc, Cc, Dc

1 Construct X4(0), Y4(0), X5(0), Y5(0) from (5-37), (5-38), (5-39),
2 Set k = 0

3 do
4 Solve (5-63) for X4, Y4, X5, Y5

5 k ← k + 1

6 Set X4(k) = X4, Y4(k) = Y4, X5(k) = X5, Y5(k) = Y5, α(k) = α

7 while |α(k)−α(k − 1)| > ϵ

8 if α(k) ≥ 0 then
9 return α, Ec, [Fc], P

10 else
11 return No stabilizing solution found
12 end

and, considering the definitions of

P11 > 0, T1 > 0, T2 > 0, T3 > 0, (5-62)

in Theorem 5.2, the optimization to be solved for the stability of (2-3) is

max
P11,P12,P22,T1,T2,
T3,T4,Ec,[Fc],α

α, subject to (5-60), (5-61), (5-62). (5-63)

The following proposition ensures the termination of Algorithm 5.2 in a finite time
and ensures the feasibility of problem (5-63) at each iteration.

Proposition 5.4

Algorithm 5.2 terminates in a finite number of iterations and feasibility
of the ensuing optimizations is guaranteed at each iteration.

Proof: The proof of feasibility, convergence and finite-time termination of Algo-
rithm 5.2 follows the same reasoning as in Proposition 5.3 and may be originally
found in [55]. □

5.5 Numerical examples

5.5.1 SISO academic example 2

Algorithm 5.1 is applied to a numerical example inspired from [23, Example 1].
The matrices of the state-space dynamics model of the controller and the plant are

Ap =

[
−1 0
0 0.1

]
, Bp =

[
1
1

]
, Cp =

[
1 1

]
, Dp = 0,
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Ac =

[
−100 0
1 0

]
, Bc =

[
8
0

]
, Cc =

[
11 −1

]
, Dc = −2, (5-64)

with u = 1. Fix ϵ = 10−6. With non-restricted Fc for the anti-windup design,
Algorithm 5.1 performs 77 iterations to find α = 2.9689 · 10−9,

Ec = 10−1 ·
[
−1.1776
1.3831

]
, Fc = −4.6185 · 10−1, (5-65)

and guarantees regional stability of the origin from S(W ). We also have

λ (P ) = {−1.3371, 1.1205, 1.7455, 8.8673, 16.7379} · 10−3,

H1 = 10−3 ·
[
2.8978 −98.3088 −10.1507 1.7932

]
and H2 = 1.3467 · 10−3. For the

case without Fc, we obtain α = 5.5616 · 10−9 and

Ec = 10−2 ·
[
1.2690
9.2057

]
(5-66)

after 76 iterations, ensuring regional stability as well. Moreover, we find

λ (P ) = {−1.2337, 1.0944, 1.7446, 8.8641, 16.7666} · 10−3,

H1 = 10−3 ·
[
2.9752 −98.2399 −10.5768 1.8457

]
and H2 = 9.6084 · 10−4. Notice

that in both cases P is sign-indefinite, which is an allowable selection exploited by
the optimizer.

Figure 5.2 shows the input-output response with initial states x =
[
4 4 0 0

]T.
Both anti-windup solutions allow eliminating the overshoot. In addition to this,
Figure 5.3 reports on the monotonic evolution of the maximization of α and the
minimization of the trace of P̂ in their respective Optimization Loop, as established
in Proposition 3. For both cases with and without Fc action, the Optimization
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Figure 5.1: Estimate S(W ) of the basin of attraction of the origin of the
closed-loop with (5-64), in solid blue without Fc, and in dashed red with Fc.
Quadratic estimate obtained using the solution of [23] in dotted black.
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of the index k in the execution of
Algorithm 5.1.

Loop 1 starts with a negative α(1) but is able to maximize α and find a stabilizing
solution, allowing running the Optimization Loop 2, which maximizes the volume of
the estimate S(W ) by minimizing the trace of P̂. Furthermore, Figure 5.1 presents
two sections of the estimates of the region of attraction S(W ) with and without Fc

action, evincing an important enlargement of these estimates as compared to the
results obtained with the quadratic method presented in [23].

5.5.2 SISO academic example 3

Consider now the closed-loop system with the exponentially stable plant of [55,
Section V], for which the controller-plant dynamics are represented by the state-
space model with matrices

Ap =

[
−0.2 −0.2
1 0

]
, Bp =

[
1
0

]
, Cp =

[
−0.4
−0.9

]T

, Dp = −0.5,

Ac = 0, Bc = 1, Cc = 2, Dc = 2, (5-67)

and u = 0.5. Algorithm 5.2 is executed with a fixed ϵ = 10−6. With generic Fc,
Algorithm 5.2 terminates successfully after 169 iterations and produces minimum
convergence rate α = 5.3207 · 10−2 and

Ec = −1.5473, Fc = −8.3670 · 10−2, (5-68)
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and a matrix P with eigenvalues

λ (P ) = {−7.3046, 2.9697, 11.4224, 21.4812} · 10−1,

ensuring global exponential stability. For the case with null Fc, Algorithm 5.2
performs 253 iterations to find α = 5.3166 · 10−2, a linear anti-windup gain

Ec = −1.6179 (5-69)

and a matrix P with eigenvalues

λ (P ) = {−7.1475, 2.5823, 9.8896, 18.7561} · 10−1.

Notice that in both cases, with and without Fc in the anti-windup scheme, the matrix
P is sign-indefinite, which is an allowable selection exploited by the optimizer.

Figure 5.4 reports on the input-output response and saturated control signal of
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(2-3) with the state-space matrices in (5-67) from x0 =
[
−0.5 −0.5 −0.5

]T.
Notice that, with the computed anti-windup gains, a smoother and faster conver-
gence of the output is obtained, as compared to the response found without any
anti-windup compensation. Moreover, Figure 5.5 shows the monotonic evolution of
α along the iterations of Algorithm 5.2. Furthermore, it is worth to remark that,
since Dp ̸= 0 for the controller-plant feedback, then the solution proposed in [23] is
not able to provide any solution to this anti-windup design example.

5.5.3 Potter’s wheel

Consider once again Example 2.3, in which the controller and plant state-space
matrices are

Ap = −0.6960, Bp = 0.7030, Cp = 1, Dp = 0,

Ac =

[
0 0
0 −100

]
, Bc =

[
1
−100

]
, Cc =

[
−20 −30

]
, Dc = 20. (5-70)

and the saturation limit of the voltage supplier is u = 5V . Moreover, Algorithm
5.2 is executed with a fixed ϵ = 10−6. For this example, Algorithm 5.2 terminates
successfully after 214 iterations for the case with generic Fc and finds α = 2.4081

and

Ec =

[
14.1628
78.9263

]
, Fc = −1.4743 · 102, (5-71)

and a matrix P with eigenvalues

λ (P ) =
{
−3.2926 · 102, 4.0717, 4.9107 · 102, 8.4001 · 102

}
,

ensuring global exponential stability. For the case where Fc = 0 is imposed, Algo-
rithm 5.2 produces α = 2.4081, a linear anti-windup gain

Ec =

[
9.4175
33.8953

]
· 10−2 (5-72)

and a matrix P with eigenvalues

λ (P ) =
{
−1.8557, 1.5282, 6.5636 · 102, 1.9177 · 103

}
after 807 iterations. Notice that in both cases, with and without Fc in the anti-
windup scheme, the matrix P is sign-indefinite, which is an allowable selection ex-
ploited by the optimizer.

Figure 5.4 shows the plant output and saturated control output response of (2-3)
with the state-space matrices in (5-70) from x0 =

[
−10 0 0

]T. Notice that,
with the computed anti-windup gains, a smoother and faster convergence of the
output is obtained, in comparison to the response found without any anti-windup
compensation, and, for this example, the solution with generic Fc is able to produce
a slightly smoother response with less iterations, as compared to the results obtained
when imposing Fc = 0. On the other hand, Figure 5.5 shows the monotonic evolution
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of α along the iterations of Algorithm 5.2.

5.6 Conclusions

In this chapter, we addressed the design of static linear anti-windup gains guar-
anteeing regional exponential stability of closed-loop systems with plants subject to
input saturation or global exponential stability of closed-loop systems with expo-
nentially stable plants subject to input saturation by using nonquadratic smooth
Lyapunov functions comprising sign-indefinite quadratic forms. The stability cer-
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tificates are formulated in temrs of bilinear matrix inequalities, which are solved
with iterative LMI-based algorithms based on a convex-concave decomposition that
admit closed-loop systems with and without algebraic loops. The convergence of
the presented algorithms is ensured by constructing a feasible initial solution to the
BMI conditions, making these algorithms a complete solution to the static linear
anti-windup design.



Chapter 6

General conclusion

The presence of amplitude constraints for the control signal in real-life control
systems forbids the application of unlimited control effort. Disregarding these limi-
tations on the control design phase may produce the degradation of performance or
even the loss of stability for the closed loop. For this reason, this thesis proposed
novel methods to

• synthesize a dynamic output-feedback controller for plants subject to input
saturation, and

• synthesize a static linear anti-windup loop for systems subject to input satu-
ration with a prescribed linear stabilizing controller.

The synthesized control laws guarantee exponential stability of the controller-plant
feedback.

In the beginning of the manuscript, we discussed the notions of Lyapunov sta-
bility, for both nonlinear and linear autonomous systems. The concept of basin
of attraction was also revised, recalling that its analytical determination may be a
difficult or even impossible task, but its estimation is also a primary problem in the
study of the stability of control systems.

Then, we have introduced the concept of input saturated systems, together with
their mathematical modeling for the open-loop system and the closed-loop system
with state-feedback and dynamic output-feedback control laws. Furthermore, we
mentioned some important properties of systems subject to input saturation. Here,
we discussed that global exponential stability of the closed-loop system is only at-
tainable when the plant is already exponentially stable. Moreover, the concepts
of region of linearity, region of saturation and windup phenomenon were also re-
vised. Additionally, we studied the properties of the algebraic loop induced by the
implementation of an anti-windup scheme.

With these latter concepts defined and discussed, we presented the motivations

81
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and problems addressed in this work, as well as the main tool used to build the
constructive results presented in this work: the sign-indefinite quadratic form of
[56]. Indeed, we discussed the advantages of selecting piecewise smooth Lyapunov
functions based on such sign-indefinite quadratic form, which result in the mitigation
of conservativeness as compared to the classical quadratic methods thanks to the
consideration of the gradient of the deadzone nonlinearity and the relaxation of some
positivity conditions for the piecewise smooth Lyapunov functions.

Exploiting the versatility of the sign-indefinite quadratic forms of [56], we con-
structed then two certificates allowing computing a dynamic output-feedback con-
troller for plants subject to input saturation guaranteeing regional exponential sta-
bility with maximized estimate of the basin of attraction. Moreover, we also stated
conditions to compute a dynamic output-feedback control law ensuring global expo-
nential stability of the closed loop and a prescribed local convergence rate when the
plant is exponentially stable. The presented conditions are formulated in the form
of linear matrix inequalities (LMIs), for which suitable commercial solvers can be
used.

In the last chapter of this manuscript we presented four iterative algorithms based
on the convex-concave decomposition of [15] allowing designing static linear anti-
windup gains through the solution of the stability conditions of the closed-loop
system derived from sign-indefinite piecewise smooth and sign-indefinite piecewise
quadratic Lyapunov functions. Such conditions are formulated in terms of bilinear
matrix inequalities (BMIs) and certify, for the general case, regional exponential
stability, or global exponential stability for the cases where the closed-loop system
has an exponentially stable plant. Moreover, for both the regional and global cases,
an algorithm returning only the anti-windup gain acting on the state of the controller
is given.

Considering the results proposed in this thesis, we can refer to some problems
that remain open and that may deserve to be studied in the future:

• The L2 performance and external stabilization of closed-loop systems subject
to input saturation with sign-indefinite quadratic forms.

• The internal and external stability analysis and stabilization of discrete time
closed-loop systems subject to input saturation with sign-indefinite quadratic
forms.

• The synthesis of dynamic output-feedback control laws for input-saturated
plants with anti-windup term directly acting on the control signal using the
sign-indefinite quadratic forms.

Indeed, we consider that the results presented in this manuscript can serve as the
basis to address the above mentioned problems.
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